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#### Abstract

In this paper, we consider an upscaled model describing the multiscale flow of a single-phase incompressible fluid and transport of a dissolved chemical by advection and diffusion through a heterogeneous porous medium. Unlike traditional homogenization or volume averaging techniques, we do not assume a good separation of scales. The new model includes as special cases both the classical homogenized model and the double porosity model, but it is characterized by the presence of additional memory terms which describe the effects of local advective transport as well as diffusion. We study the mathematical properties of the memory (convolution) kernels presented in the model and perform rigorous stability analysis of the numerical method to discretize the upscaled model. Some numerical results will be presented to validate the upscaled model and to show the quantitative significance of each memory term in different regimes of flow and transport.
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## 1. Introduction

We are concerned with advection-diffusion-dispersion equations when studying the flow of a single-phase incompressible fluid and transport of contaminant through heterogeneous porous media. The heterogeneities are represented by two different porous materials. In particular, we do not assume a good separation of scales. In [15], Peszyńska and Showalter derived a discrete version of the double-porosity model with various memory (convolution) terms for the coupled flow-transport equation without assuming a well-defined separation of scales in the porous medium. This model has been numerically studied in [20], where different tailing effects due to the memory terms were observed and the quantitative significance of each memory term in different regimes of flow and transport was studied. However, no analysis for the numerical methods used for the upscaled model was presented in [20]. The main purpose of this paper is to present a rigorous mathematical analysis of the numerical methods that are used to discretize the upscaled model proposed in [15].

For the numerical discretization of the upscaled model with convolution terms, we used the cell-centered finite difference (CCFD) method combined with the product integration rule for the convolution terms in which both the primary and secondary advection terms are approximated using the upwind method. Moreover, the (primary) advection was treated explicitly while the (primary) diffusion and all

[^0]of the memory terms are treated implicitly in time. Our stability analysis will be given only for the 1d version of the upscaled model.

Known results on numerical analysis of integro-partial differential equations and more general problems with memory terms include those in $[18,9,10,19,12,11]$. All of these papers deal with memory terms of the form $\beta * L u$, where $L$ is a selfadjoint spatial differential operator. Moreover, all but [10] assume that the kernels $\beta$ are bounded and monotone. On the other hand, in [13], Peszyńska considered a weakly singular memory term of the form $\beta * u_{t}$ in a parabolic equation with a self-adjoint elliptic part. Later, in [14], she also considered a memory term with weakly singular $\beta$ in a first order hyperbolic equation.

For our analysis, we first investigate the qualitative behavior of the convolution kernels present in our model. We carefully represent the kernels in series representations and study their qualitative properties analytically. Unlike the monotone double-porosity and secondary advection kernels, the secondary diffusion kernel is found to be only piecewise monotone. Our mathematical findings on the properties of the convolution kernels will be confirmed numerically.

Using some assumptions on the convolution kernels based on the above findings, we perform stability analysis of our numerical methods for the upscaled model. First, we perform von-Neumann analysis for the upscaled model defined on an infinite domain $\mathbb{R}$. We study a simple version of the problem with only the doubleporosity term first, then include additional memory terms, i.e., the secondary advection and secondary diffusion terms, one by one. It is shown that the upwindmemory scheme we employ for our 1d upscaled model with all memory terms is (ultra-) weakly stable. We also discuss stability using the method of lines (MOL).

The rest of the paper is organized as follows: in Section 2, we describe the model problem for a heterogeneous system with combined fast and slow flow regimes. Then, in Section 3, we present the upscaled model with various memory terms for the coupled flow-transport equation that was developed in [15]. In Section 4, we investigate the qualitative properties of the memory kernels using Fourier series representations. Section 5 is devoted to stability analysis of the numerical discretization of the upscaled model using von-Neumann stability analysis and MOL. Finally, in Section 6, we present some numerical results.

## 2. The Model Problem

Let $\Omega$ be a two-dimensional heterogeneous porous medium containing two disjoint flow regimes. The subscripts $f$ and $s$ are associated with the fast and slow regions $\Omega_{f}$ and $\Omega_{s}$, respectively. These are disjoint open sets covering $\Omega, \bar{\Omega}=\overline{\Omega_{f}} \cup \overline{\Omega_{s}}$, with an interface $\Gamma_{f s}=\partial \Omega_{f} \cap \partial \Omega_{s}$. The region $\Omega_{f}$ is connected, but $\Omega_{s}=\cup_{i=1}^{N_{\text {incl }}} \Omega_{i s}$ is a union of disjoint connected regions $\Omega_{i s}$.

Assume that $\Omega$ is covered by a union of rectangular subdomains $\Omega_{i}, i=1, \ldots, N_{\text {incl }}$, with each $\Omega_{i}$ containing exactly one inclusion $\Omega_{i s}$. Let $\Omega_{i f}=\Omega_{i} \cap \Omega_{f}$ be the fast part surrounding $\Omega_{i s}$ and let $\Gamma_{i}=\partial \Omega_{i s} \cap \partial \Omega_{i f}$ denote the local interfaces so that $\Omega_{i}=\Omega_{i s} \cup \Omega_{i f} \cup \Gamma_{i}$ and $\Gamma_{f s}=\cup_{i} \Gamma_{i}$. Let us assume that each $\Omega_{i}$ is congruent to a generic cell $\Omega_{0}$ which contains the fast flow region $\Omega_{0 f}$ surrounding the slow flow region $\Omega_{0 s}$. We also denote the volume fraction of the fast part by $\theta_{f}=\frac{\left|\Omega_{0 f}\right|}{\left|\Omega_{0}\right|}$ and analogously $\theta_{s}=\frac{\left|\Omega_{0 s}\right|}{\left|\Omega_{0}\right|}=1-\theta_{f}$.

Now, we describe the microscopic model of the flow and solute transport in the heterogeneous porous medium, with porosity and permeability discontinuous across
the interface $\Gamma_{i}$. The flow is described by conservation of mass and Darcy's law:

$$
\begin{align*}
\nabla \cdot \mathbf{v}_{f} & =0, & \mathbf{v}_{f} & =-\mathbf{K}_{f} \nabla p_{f},  \tag{1a}\\
\nabla \cdot \mathbf{v}_{i} & =0, & & \mathbf{x} \in \Omega_{f},  \tag{1b}\\
p_{i} & =p_{f}, & \mathbf{v}_{i} & =-\mathbf{K}_{s} \nabla p_{i},
\end{align*}
$$

where $\mathbf{v}$ and $p$ are the velocity and the pressure of the flow, respectively. The coefficient $\mathbf{K}$ is the permeability of the porous medium. The solute transport equation is an advection-diffusion-dispersion system

$$
\begin{align*}
& \phi_{f} \frac{\partial u_{f}}{\partial t}-\nabla \cdot\left(\mathbf{D}_{f} \nabla u_{f}-\mathbf{v}_{f} u_{f}\right)=0, \quad \mathbf{x} \in \Omega_{f}  \tag{2a}\\
& \phi_{i} \frac{\partial u_{i}}{\partial t}-\nabla \cdot\left(\mathbf{D}_{i} \nabla u_{i}-\mathbf{v}_{i} u_{i}\right)=0, \quad \mathbf{x} \in \Omega_{i s}, i=1, \ldots, N_{\mathrm{incl}} \tag{2b}
\end{align*}
$$

$$
\begin{equation*}
u_{i}=u_{f}, \quad\left(\mathbf{D}_{f} \nabla u_{f}-\mathbf{v}_{f} u_{f}\right) \cdot \mathbf{n}=\left(\mathbf{D}_{i} \nabla u_{i}-\mathbf{v}_{i} u_{i}\right) \cdot \mathbf{n}, \quad \mathbf{x} \in \Gamma_{i} \tag{2c}
\end{equation*}
$$

Here, $u$ is the solute concentration and $\phi$ is the porosity of the medium. The diffusion-dispersion tensor in each region has the form

$$
\begin{equation*}
\mathbf{D}=\mathbf{D}(\mathbf{v}) \equiv \phi\left[d_{\mathrm{m}} \mathbf{I}+|\mathbf{v}|\left(d_{\mathrm{l}} \mathbf{E}(\mathbf{v})+d_{\mathrm{t}}(\mathbf{I}-\mathbf{E}(\mathbf{v}))\right)\right] . \tag{3}
\end{equation*}
$$

Here, $d_{m}, d_{l}, d_{t}$ are coefficients of molecular diffusivity, longitudinal and transversal dispersivity, respectively, and the dispersion tensor $\mathbf{E}(\mathbf{v})=\frac{1}{|\mathbf{v}|^{2}} v_{i} v_{j}$ is a rank two tensor.

## 3. The Upscaled Coupled Flow-Advection-Diffusion Model With Memory Terms

We shall describe the discrete version of the double-porosity model with various memory terms for the coupled flow-transport equation as developed in [15]. To describe the upscaled flow equation, we first define the upscaled permeability tensor $\mathbf{K}^{*}$ as follows:

$$
\begin{equation*}
\left(\mathbf{K}^{*}\right)_{j k}=\frac{1}{\left|\Omega_{0}\right|} \int_{\Omega_{0 f}}\left(\mathbf{K}_{f}\right)_{j m}(\mathbf{y})\left(\delta_{m k}+\partial_{m} \omega_{k}(\mathbf{y})\right) d A \tag{4}
\end{equation*}
$$

where the $\Omega_{0}$-periodic function $\omega_{k}(\mathbf{y})$ is defined as the solution of the periodic cell problem

$$
\begin{cases}-\nabla \cdot \nabla \omega_{j}(\mathbf{y})=0, & \mathbf{y} \in \Omega_{0 f}  \tag{5}\\ \nabla \omega_{j}(\mathbf{y}) \cdot \mathbf{n}=-\mathbf{e}_{j} \cdot \mathbf{n}, & \mathbf{y} \in \Gamma_{f s}\end{cases}
$$

The discrete double-porosity model that we employ here uses a local affine approximation on the interfaces which enables the model to capture the effects of advection and secondary diffusion.

To be precise, we define $\Pi_{1}: H_{0}^{1}(\Omega) \rightarrow \prod_{i=1}^{N_{\text {incl }}} H^{\frac{1}{2}}\left(\Gamma_{i}\right)$ such that, for $i=$ $1, \cdots, N_{\mathrm{incl}}$, and $\mathbf{s} \in \Gamma_{i}$,

$$
\begin{equation*}
\left(\boldsymbol{\Pi}_{1} w\right)_{i}(\mathbf{s}) \equiv \frac{1}{\left|\Omega_{i}\right|}\left(\int_{\Omega_{i}} w(\mathbf{y}) d A+\sum_{k=1}^{2}\left[\int_{\Omega_{i}} \partial_{k} w(\mathbf{y}) d A\right]\left(s_{k}-\left(\mathbf{x}_{i}^{c}\right)_{k}\right)\right), \mathbf{s} \in \Gamma_{i} \tag{6}
\end{equation*}
$$

Here, $\mathbf{x}_{i}^{c}$ is the centroid of $\Omega_{i}$. Then, we can show that the dual $\Pi_{1}^{\prime}$ to $\Pi_{1}$ satisfies the following: for $\mathbf{q}_{i}$ smooth on $\Omega_{i s}$

$$
\begin{align*}
& \Pi_{1}^{\prime}\left(\left(\mathbf{q}_{i} \cdot \mathbf{n}\right)_{i}\right)(\mathbf{x})=\sum_{i} \hat{\chi}_{i}(\mathbf{x}) \frac{1}{\left|\Omega_{i}\right|} \int_{\Omega_{i s}} \nabla \cdot \mathbf{q}_{i}(\mathbf{x}) d A  \tag{7}\\
& \quad-\nabla \cdot \sum_{i} \hat{\chi}_{i}(\mathbf{x}) \frac{1}{\left|\Omega_{i}\right|} \int_{\Omega_{i s}}\left(\nabla \cdot \mathbf{q}_{i}\right)\left(\mathbf{y}-\mathbf{x}^{c}\right) d A-\nabla \cdot \sum_{i} \hat{\chi}_{i}(\mathbf{x}) \frac{1}{\left|\Omega_{i}\right|} \int_{\Omega_{i s}} \mathbf{q}_{i} d A
\end{align*}
$$

where $\hat{\chi}_{i}(\mathbf{x})$ denotes the characteristic function of the cell $\Omega_{i}$.
Finally, the upscaled system for the flow is as follows:

$$
\begin{align*}
\nabla \cdot \overline{\mathbf{v}^{*}} \equiv-\Pi_{1}^{\prime}\left(\left(\mathbf{v}_{i}^{*} \cdot \mathbf{n}_{i}\right)_{i=1}^{N_{\text {incl }}}\right)+\nabla \cdot \mathbf{v}^{*} & =0  \tag{8a}\\
\mathbf{v}^{*} & =-\mathbf{K}^{*} \nabla p^{*}, \mathbf{x} \in \Omega  \tag{8b}\\
\nabla \cdot \mathbf{v}_{i}^{*} & =0, i=1, \cdots, N_{\mathrm{incl}}  \tag{8c}\\
\mathbf{v}_{i}^{*} & =-\mathbf{K}_{s} \nabla p_{i}^{*}, \quad \mathbf{y} \in \Omega_{i s}  \tag{8d}\\
p^{*}{ }_{i} \Gamma_{i} & =\left(\mathbf{\Pi}_{1}\left(p^{*}\right)\right)_{i} . \tag{8e}
\end{align*}
$$

We can rewrite the above system by using $\overline{\mathbf{v}^{*}}$ and a coefficient $\overline{\mathbf{K}^{*}}=\mathbf{K}^{*}+\theta_{s} \mathbf{K}_{s}$

$$
\begin{align*}
\nabla \cdot \overline{\mathbf{v}^{*}} & =0, \quad \mathbf{x} \in \Omega  \tag{9a}\\
\overline{\mathbf{v}^{*}} & =-\overline{\mathbf{K}^{*}} \nabla p^{*}  \tag{9b}\\
\nabla \cdot \mathbf{v}_{i}^{*} & =0, \quad \mathbf{y} \in \Omega_{i s}, i=1, \cdots, N_{\mathrm{incl}}  \tag{9c}\\
\mathbf{v}_{i}^{*} & =-\mathbf{K}_{s} \nabla p_{i}^{*}, \quad \mathbf{y} \in \Omega_{i s},  \tag{9d}\\
\left.p_{i}^{*}\right|_{\Gamma_{i}} & =\left(\mathbf{\Pi}_{1}\left(p^{*}\right)\right)_{i} . \tag{9e}
\end{align*}
$$

In order to describe the upscaled transport system with memory terms in a convolution form, consider a representative function $r^{0}=r^{0}(\mathbf{y}, t)$ with constant boundary input which is the solution of the initial-boundary-value problem

$$
\left\{\begin{array}{lll}
\phi_{s} \frac{\partial r^{0}}{\partial t}-\nabla \cdot\left(D \nabla r^{0}-\mathbf{v} r^{0}\right) & =0, & \mathbf{y} \in \Omega_{0 s}  \tag{10}\\
r^{0}(\mathbf{y}, 0) & =0, & \mathbf{y} \in \Omega_{0 s} \\
r^{0}(\mathbf{y}, t) & =1, & \mathbf{y} \in \Gamma_{0}
\end{array}\right.
$$

We defined the first kernel function by

$$
\begin{equation*}
\mathcal{T}^{00}(t) \equiv \frac{1}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} \phi_{s} \frac{\partial r^{0}(\mathbf{y}, t)}{\partial t} d A \tag{11}
\end{equation*}
$$

Additional representative functions, $r^{k}=r^{k}(\mathbf{y}, t)$ for $k=1,2$, with affine boundary input were defined as the solutions of

$$
\left\{\begin{array}{lll}
\phi_{s} \frac{\partial r^{k}}{\partial t}-\nabla \cdot\left(D \nabla r^{k}-\mathbf{v} r^{k}\right) & =0, & \mathbf{y} \in \Omega_{0 s}  \tag{12}\\
r^{k}(\mathbf{y}, 0) & =0, & \mathbf{y} \in \Omega_{0 s} \\
r^{k}(\mathbf{y}, t) & =\left(\mathbf{y}-\mathbf{x}_{0}^{c}\right)_{k}, & \mathbf{y} \in \Gamma_{0}
\end{array}\right.
$$

Then we constructed kernels arising from various averages of $r^{k}$. First, we used the averages of rate of change in time as above to define averaged content rates

$$
\begin{equation*}
\mathcal{T}^{k 0}(t) \equiv \frac{1}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} \phi_{s} \frac{\partial r^{k}}{\partial t}(\mathbf{y}, t) d A, \quad k=0,1,2 \tag{13}
\end{equation*}
$$

where $\mathcal{T}^{00}$ defined previously in (11) is included for completeness. Next, the kernels $\mathcal{T}^{k 1}, \mathcal{T}^{k 2}$ for first moment rates were defined as
(14) $\mathcal{T}^{k j}(t) \equiv \frac{1}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} \phi_{s} \frac{\partial r^{k}}{\partial t}(\mathbf{y}, t)\left(\mathbf{y}-\left(\mathbf{x}_{0}^{C}\right)\right)_{j} d A, \quad j=1,2 ; k=0,1,2$.

Finally, for each $r^{k}, k=0,1,2$ we specify averaged flux
$(15) \mathbf{S}^{k}(t) \equiv\left(S^{k 1}, S^{k 2}\right) \equiv\left[\begin{array}{c}S^{k 1} \\ S^{k 2}\end{array}\right] \equiv \frac{1}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}}\left(D \nabla r^{k}(\mathbf{y}, t)-\mathbf{v} r^{k}(\mathbf{y}, t)\right) d A$.
In summary, we defined the total of fifteen geometry-based and time-dependent kernels: nine zero'th and first order moments $\mathcal{T}^{k 0}, \mathcal{T}^{k 1}, \mathcal{T}^{k 2}$ of $r^{k}, k=0,1,2$ and six flux averages $S^{k 1}, S^{k 2}$ for $k=0,1,2$. We note that many of these kernels may vanish due to symmetry when $\mathbf{v}=\mathbf{0}$. They are used to express the upscaled model

$$
\begin{align*}
& \phi^{*} \frac{\partial u^{*}}{\partial t}+\mathcal{T}^{00} * \frac{\partial u^{*}}{\partial t}  \tag{16}\\
& +\left(\mathcal{T}^{10}, \mathcal{T}^{20}\right) * \nabla \frac{\partial u^{*}}{\partial t}-\nabla \cdot\left(\left(\mathcal{T}^{01}, \mathcal{T}^{02}\right) * \frac{\partial u^{*}}{\partial t}\right)-\nabla \cdot\left(\left(S^{01}, S^{02}\right) * \frac{\partial u^{*}}{\partial t}\right) \\
& \quad-\nabla \cdot\left(\left[\begin{array}{cc}
\mathcal{T}^{11} & \mathcal{T}^{12} \\
\mathcal{T}^{21} & \mathcal{T}^{22}
\end{array}\right] * \nabla \frac{\partial u^{*}}{\partial t}\right)-\nabla \cdot\left(\left[\begin{array}{cc}
S^{11} & S^{12} \\
S^{21} & S^{22}
\end{array}\right] * \nabla \frac{\partial u^{*}}{\partial t}\right) \\
& \quad-\nabla \cdot\left(\mathbf{D}^{*} \nabla u^{*}-\mathbf{v}^{*} u^{*}\right)=0
\end{align*}
$$

or, after we collect similar terms,

$$
\begin{equation*}
\phi^{*} \frac{\partial u^{*}}{\partial t}+\mathcal{T}^{00} * \frac{\partial u^{*}}{\partial t}+\Xi * \nabla \frac{\partial u^{*}}{\partial t}-\nabla \cdot\left(\Psi * \nabla \frac{\partial u^{*}}{\partial t}\right)-\nabla \cdot\left(\mathbf{D}^{*} \nabla u^{*}-\mathbf{v}^{*} u^{*}\right)=0 \tag{17}
\end{equation*}
$$

in which the combined kernels are given by

$$
\begin{gather*}
\phi^{*}+\mathcal{T}^{00}-\nabla \cdot\left(\left(\mathcal{T}^{01}, \mathcal{T}^{02}\right)+\left(S^{01}, S^{02}\right)\right)  \tag{18a}\\
\Xi \equiv\left(\mathcal{T}^{10}, \mathcal{T}^{20}\right)-\left(\left(\mathcal{T}^{01}, \mathcal{T}^{02}\right)+\left(S^{01}, S^{02}\right)\right)  \tag{18b}\\
\Psi \equiv\left[\begin{array}{cc}
\mathcal{T}^{11} & \mathcal{T}^{12} \\
\mathcal{T}^{21} & \mathcal{T}^{22}
\end{array}\right]+\left[\begin{array}{cc}
S^{11} & S^{12} \\
S^{21} & S^{22}
\end{array}\right] \tag{18c}
\end{gather*}
$$

The first reduces to $\phi^{*}+\mathcal{T}^{00}$ since the remaining terms are functions of $t$ only.

## 4. Series Representations of the Kernels

4.1. The constant representative $r^{0}$. It is useful to consider the complementary function $r(\mathbf{y}, t)=1-r^{0}(\mathbf{y}, t)$ which is the solution of the initial-boundary-value problem

$$
\left\{\begin{array}{lll}
\phi \frac{\partial r}{\partial t}-\nabla \cdot(D \nabla r-\mathbf{v} r) & =0, & \mathbf{y} \in \Omega_{0 s}  \tag{19}\\
r(\mathbf{y}, 0) & =1, & \mathbf{y} \in \Omega_{0 s} \\
r(\mathbf{y}, t) & =0, & \mathbf{y} \in \Gamma_{0}
\end{array}\right.
$$

with homogeneous boundary conditions. We have suppressed the subscripts.
Note that all coefficients are constants.
Separation of variables in (19) leads to the eigenvalue problem

$$
\begin{equation*}
-\nabla \cdot(D \nabla \xi-\mathbf{v} \xi)=\phi \lambda \xi \text { in } \Omega_{0 s}, \xi=0 \text { on } \Gamma_{0} \tag{20}
\end{equation*}
$$

In order to eliminate the first-order terms, make a change of variable

$$
\begin{align*}
& \xi(\mathbf{y})=e^{\mu \cdot \mathbf{y}} \tilde{\xi}(\mathbf{y}) \\
& \nabla \xi=e^{\mu \cdot \mathbf{y}}(\nabla \tilde{\xi}+\mu \tilde{\xi}) \tag{21}
\end{align*}
$$

to get successively

$$
\begin{align*}
& -\nabla \cdot\left(e^{\mu \cdot \mathbf{y}}(D \nabla \tilde{\xi}+D \mu \tilde{\xi}-\mathbf{v} \tilde{\xi})=\phi \lambda e^{\mu \cdot \mathbf{y}} \tilde{\xi}\right. \\
& -\nabla \cdot(D \nabla \tilde{\xi}+D \mu \tilde{\xi}-\mathbf{v} \tilde{\xi})-\mu \cdot(D \nabla \tilde{\xi}+D \mu \tilde{\xi}-\mathbf{v} \tilde{\xi})=\phi \lambda \tilde{\xi}  \tag{22}\\
& -\nabla \cdot D \nabla \tilde{\xi}-(D \mu-\mathbf{v}+\mu \cdot D) \nabla \tilde{\xi}-\mu \cdot(D \mu-\mathbf{v}) \tilde{\xi}=\phi \lambda \tilde{\xi}
\end{align*}
$$

Choose $\mu$ so that $D \mu+\mu \cdot D=\mathbf{v}$. Then by inserting (21) into (20) we obtain

$$
-\nabla \cdot D \nabla \tilde{\xi}+\mu D \mu \tilde{\xi}=\phi \lambda \tilde{\xi}
$$

That is, $\tilde{\xi}(\mathbf{y})$ satisfies the standard self-adjoint eigenvalue problem

$$
\begin{equation*}
-\nabla \cdot D \nabla \tilde{\xi}+\mu D \mu \tilde{\xi}=\lambda \phi \tilde{\xi} \text { in } \Omega_{0 s}, \tilde{\xi}=0 \text { on } \Gamma_{0} \tag{23}
\end{equation*}
$$

This has eigenfunctions and real positive eigenvalues $\left\{\tilde{\xi}_{i}(\mathbf{y}), \lambda_{i}\right\}$; the eigenfunctions are an orthonormal basis for $L^{2}\left(\Omega_{0 s}\right)$ :

$$
\begin{equation*}
\int_{\Omega_{0 s}} \tilde{\xi}_{i} \tilde{\xi}_{j} d y=\delta_{i j}, \quad \phi \lambda_{i}>\mu D \mu \tag{24}
\end{equation*}
$$

It follows that $\left\{\xi_{i}(\mathbf{y})=e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y})\right\}$ are the corresponding eigenfunctions for the problem (20), and they are orthonormal in the weighted space,

$$
\begin{equation*}
\int_{\Omega_{0 s}} \xi_{i}(\mathbf{y}) \xi_{j}(\mathbf{y}) e^{-2 \mu \cdot \mathbf{y}} d y=\delta_{i j}, \quad \phi \lambda_{i}>\mu D \mu \tag{25}
\end{equation*}
$$

Now, we write the solution of (19) in the form

$$
r(\mathbf{y}, t)=\sum_{i=1}^{\infty} r_{i}(t) \xi_{i}(\mathbf{y})
$$

and find that necessarily $\phi \dot{r}_{i}(t)+\phi \lambda_{i} r_{i}(t)=0, i \geq 1$, so we have

$$
r(\mathbf{y}, t)=\sum_{i=1}^{\infty} c_{i} e^{-\lambda_{i} t} \xi_{i}(\mathbf{y})
$$

The constants are determined by the initial condition in (19), namely,

$$
r(\mathbf{y}, 0)=1=\sum_{i=1}^{\infty} c_{i} \xi_{i}(\mathbf{y})
$$

so from (25) we obtain

$$
\begin{equation*}
c_{j}=\int_{\Omega_{0 s}} \xi_{j}(\mathbf{z}) e^{-2 \mu \cdot \mathbf{z}} d z=\int_{\Omega_{0 s}} \tilde{\xi}_{j}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}} d z, \quad j \geq 1 \tag{26}
\end{equation*}
$$

In summary, we have

$$
r(\mathbf{y}, t)=\sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \xi_{i}(\mathbf{z}) e^{-2 \mu \cdot \mathbf{z}} d z e^{-\lambda_{i} t} \xi_{i}(\mathbf{y})
$$

or equivalently in terms of the eigenfunctions of (23)

$$
\begin{equation*}
r(\mathbf{y}, t)=\sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}} d z e^{-\lambda_{i} t} e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y}) \tag{27}
\end{equation*}
$$

The original representative solution of (10) is given by

$$
\begin{array}{rl}
r^{0}(\mathbf{y}, t)=\sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \xi_{i}(\mathbf{z}) e^{-2 \mu \cdot \mathbf{z}} & d z\left(1-e^{-\lambda_{i} t}\right) \xi_{i}(\mathbf{y})  \tag{28}\\
& =\sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}} d z\left(1-e^{-\lambda_{i} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y})
\end{array}
$$

4.2. The affine representatives $r^{k}$. It is useful to consider the translated function $r_{k}(\mathbf{y}, t)=\left(\mathbf{y}-\mathbf{x}_{0}^{c}\right)_{k}-r^{k}(\mathbf{y}, t)$ which solves the initial-boundary-value problem

$$
\left\{\begin{array}{lll}
\phi \frac{\partial r_{k}}{\partial t}-\nabla \cdot\left(D \nabla r_{k}-\mathbf{v} r_{k}\right) & =v_{k}, & \mathbf{y} \in \Omega_{0 s}  \tag{29}\\
r_{k}(\mathbf{y}, 0) & =\left(\mathbf{y}-\mathbf{x}_{0}^{c}\right)_{k}, & \\
r_{k} \in \Omega_{0 s} \\
r_{k}(\mathbf{y}, t) & & =0,
\end{array}\right.
$$

with homogeneous boundary conditions. As above, we write the solution of (29) in the form

$$
r_{k}(\mathbf{y}, t)=\sum_{i=1}^{\infty} r_{i}^{k}(t) \xi_{i}(\mathbf{y})
$$

and find that necessarily $\phi \dot{r}_{i}^{k}(t)+\phi \lambda_{i} r_{i}^{k}(t)=v_{k} c_{i}, i \geq 1$. The general solution is

$$
r_{i}^{k}(t)=d_{i} e^{-\lambda_{i} t}+\frac{v_{k} c_{i}}{\lambda_{i} \phi}\left(1-e^{-\lambda_{i} t}\right)
$$

and so we have

$$
\begin{equation*}
r_{k}(\mathbf{y}, t)=\sum_{i=1}^{\infty} d_{i} e^{-\lambda_{i} t} \xi_{i}(\mathbf{y})+\sum_{i=1}^{\infty} \frac{v_{k} c_{i}}{\lambda_{i} \phi}\left(1-e^{-\lambda_{i} t}\right) \xi_{i}(\mathbf{y}) \tag{30}
\end{equation*}
$$

The constants $d_{i}$ are determined by the initial condition in (29), namely,

$$
r_{k}(\mathbf{y}, 0)=\left(\mathbf{y}-\mathbf{x}_{0}^{c}\right)_{k}=\sum_{i=1}^{\infty} d_{i} \xi_{i}(\mathbf{y})
$$

so from (25) we obtain

$$
\begin{equation*}
d_{j}=\int_{\Omega_{0 s}} \xi_{j}(\mathbf{z}) e^{-2 \mu \cdot \mathbf{z}}\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k} d z=\int_{\Omega_{0 s}} \tilde{\xi}_{j}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k} d z, \quad j \geq 1 \tag{31}
\end{equation*}
$$

In summary, we have

$$
r_{k}(\mathbf{y}, t)=\sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \xi_{i}(\mathbf{z}) e^{-2 \mu \cdot \mathbf{z}}\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k} d z e^{-\lambda_{i} t} \xi_{i}(\mathbf{y})+\sum_{i=1}^{\infty} \frac{v_{k} c_{i}}{\lambda_{i} \phi}\left(1-e^{-\lambda_{i} t}\right) \xi_{i}(\mathbf{y})
$$

or equivalently in terms of the eigenfunctions of (23),

$$
\begin{aligned}
& r_{k}(\mathbf{y}, t)=\sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k} d z e^{-\lambda_{i} t} e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y}) \\
&+\sum_{i=1}^{\infty} \frac{v_{k} c_{i}}{\lambda_{i} \phi}\left(1-e^{-\lambda_{i} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y}) .
\end{aligned}
$$

Finally, since $r_{k}(\mathbf{y}, 0)=\left(\mathbf{y}-\mathbf{x}_{0}^{c}\right)_{k}$, the corresponding representative functions (12) are given by

$$
\begin{align*}
& r^{k}(\mathbf{y}, t)=\sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k} d z\left(1-e^{-\lambda_{i} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y})  \tag{32}\\
& \quad-\sum_{i=1}^{\infty} \frac{v_{k} c_{i}}{\lambda_{i} \phi}\left(1-e^{-\lambda_{i} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y}) \\
& \quad=\sum_{i=1}^{\infty}\left(\int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k} d z-\frac{v_{k} c_{i}}{\lambda_{i} \phi}\right)\left(1-e^{-\lambda_{i} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y}) \\
& =\sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k}-\frac{v_{k}}{\lambda_{i} \phi}\right) d z\left(1-e^{-\lambda_{i} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y}), k=1,2 .
\end{align*}
$$

4.3. The kernels. Now, we can compute the kernels. The first is given by (28)

$$
\begin{equation*}
\mathcal{T}^{00}(t)=\frac{1}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} \phi \frac{\partial r^{0}(\mathbf{y}, t)}{\partial t} d y=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}} d z \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{y}) e^{\mu \cdot \mathbf{y}} d y \lambda_{i} e^{-\lambda_{i} t} \tag{33}
\end{equation*}
$$

The remaining averages of rate of change in time are given likewise by (32)

$$
\begin{align*}
& \mathcal{T}^{k 0}(t) \equiv \frac{1}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} \phi \frac{\partial r^{k}}{\partial t}(\mathbf{y}, t) d y  \tag{34}\\
& =\frac{\phi}{\left|\Omega_{0}\right|} \sum_{i=1}^{\infty}\left(\int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k} d z-\frac{v_{k} c_{i}}{\lambda_{i} \phi}\right)\left(\lambda_{i} e^{-\lambda_{i} t}\right) \int_{\Omega_{0 s}} e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y}) d y \\
& =\frac{\phi}{\left|\Omega_{0}\right|} \sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k}-\frac{v_{k}}{\lambda_{i} \phi}\right) d z \int_{\Omega_{0 s}} e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y}) d y\left(\lambda_{i} e^{-\lambda_{i} t}\right), k=1,2 .
\end{align*}
$$

Next, the kernels $\mathcal{T}^{k 1}, \mathcal{T}^{k 2}$ arising from the first moments of $r^{k}$ are given by (28) and (32), respectively, as

$$
\begin{align*}
& \mathcal{T}^{0 j}(t) \equiv \frac{\phi}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} \frac{\partial r^{0}}{\partial t}(\mathbf{y}, t)\left(\mathbf{y}-\left(\mathbf{x}_{0}^{c}\right)\right)_{j} d y  \tag{35}\\
= & \frac{\phi}{\left|\Omega_{0}\right|} \sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}} d z \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{y}) e^{\mu \cdot \mathbf{y}}\left(\mathbf{y}-\left(\mathbf{x}_{0}^{c}\right)\right)_{j} d y \lambda_{i} e^{-\lambda_{i} t}, j=1,2,
\end{align*}
$$

$$
\begin{equation*}
\mathcal{T}^{k j}(t) \equiv \frac{\phi}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} \frac{\partial r^{k}}{\partial t}(\mathbf{y}, t)\left(\mathbf{y}-\left(\mathbf{x}_{0}^{c}\right)\right)_{j} d y \tag{36}
\end{equation*}
$$

$$
\begin{gathered}
=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{i=1}^{\infty}\left(\int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k} d z-\frac{v_{k} c_{i}}{\lambda_{i} \phi}\right)\left(\lambda_{i} e^{-\lambda_{i} t}\right) \int_{\Omega_{0 s}} e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y})\left(\mathbf{y}-\left(\mathbf{x}_{0}^{c}\right)\right)_{j} d y \\
=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k}-\frac{v_{k}}{\lambda_{i} \phi}\right) d z \int_{\Omega_{0 s}} e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y})\left(\mathbf{y}-\left(\mathbf{x}_{0}^{c}\right)\right)_{j} d y\left(\lambda_{i} e^{-\lambda_{i} t}\right) . \\
j=1,2, k=1,2 .
\end{gathered}
$$

Finally, the flux kernels are given by

$$
\mathbf{S}^{k}(t)=\left(S^{k 1}(t), S^{k 2}(t)\right)=\frac{1}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}}\left(D \nabla r^{k}(\mathbf{y}, t)-\mathbf{v} r^{k}(\mathbf{y}, t)\right) d y
$$

The first term can be simplified. For each $k=0,1,2$, we have

$$
\int_{\Omega_{0 s}} \nabla r^{k}(\mathbf{y}, t) d y=\int_{\Gamma_{0}} \mathbf{n}(\mathbf{y}) r^{k}(\mathbf{y}, t) d S_{y}
$$

For $k=0$, this is $\int_{\Gamma_{0}} \mathbf{n}(\mathbf{y}) d S_{y}=\int_{\Omega_{0 s}} \nabla(1) d y=0$, and for $k=1,2$, this is

$$
\int_{\Gamma_{0}} \mathbf{n}(\mathbf{y})\left(\mathbf{y}-x_{0}^{c}\right)_{k} d S_{y}=\int_{\Omega_{0 s}} \nabla\left(\mathbf{y}-x_{0}^{c}\right)_{k} d y=\left|\Omega_{0 s}\right| \mathbf{e}_{k}
$$

Thus, we have

$$
\begin{align*}
\mathbf{S}^{0}(t)=-\frac{1}{\left|\Omega_{0}\right|} & \int_{\Omega_{0 s}} \mathbf{v} r^{0}(\mathbf{y}, t) d y  \tag{37}\\
& =-\frac{\mathbf{v}}{\left|\Omega_{0}\right|} \sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}} d z \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{y}) e^{\mu \cdot \mathbf{y}} d y\left(1-e^{-\lambda_{i} t}\right)
\end{align*}
$$

and for $k=1,2$,

$$
\begin{align*}
& \text { (38) } \quad \mathbf{S}^{k}(t)=\frac{\left|\Omega_{0 s}\right|}{\left|\Omega_{0}\right|} D \mathbf{e}_{k}-\frac{1}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} \mathbf{v} r^{k}(\mathbf{y}, t) d y  \tag{38}\\
& =\frac{\left|\Omega_{0 s}\right|}{\left|\Omega_{0}\right|} D \mathbf{e}_{k}-\frac{\mathbf{v}}{\left|\Omega_{0}\right|} \sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{k}-\frac{v_{k}}{\lambda_{i} \phi}\right) d z \int_{\Omega_{0 s}} e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y}) d y\left(1-e^{-\lambda_{i} t}\right) .
\end{align*}
$$

4.3.1. $L^{1}$ estimates. Each of the kernels will be shown to be integrable, and we display the corresponding estimates. The first kernel is estimated by

$$
\begin{equation*}
\int_{0}^{\alpha} \mathcal{T}^{00}(t) d t=\frac{\phi}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} r^{0}(\mathbf{y}, \alpha) d y \leq \frac{\phi\left|\Omega_{0 s}\right|}{\left|\Omega_{0}\right|} \tag{39}
\end{equation*}
$$

and the remaining averages are estimated by

$$
\begin{equation*}
\int_{0}^{\alpha} \mathcal{T}^{k 0}(t) d t=\frac{\phi}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} r^{k}(\mathbf{y}, \alpha) d y \leq \frac{\phi\left|\Omega_{0 s}\right|}{\left|\Omega_{0}\right|} \sup _{\mathbf{y} \in \Gamma_{0}}\left|\left(\mathbf{y}-\mathbf{x}_{0}^{c}\right)_{k}\right|, \quad k=1,2 . \tag{40}
\end{equation*}
$$

The kernels $\mathcal{T}^{k 1}, \mathcal{T}^{k 2}$ arising from the first moments of $r^{k}$ are estimated by

$$
\begin{align*}
\int_{0}^{\alpha} \mathcal{T}^{0 j}(t) d t=\frac{\phi}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} r^{0}(\mathbf{y}, \alpha)(\mathbf{y} & \left.-\left(\mathbf{x}_{0}^{c}\right)\right)_{j} d y  \tag{41}\\
& \leq \frac{\phi\left|\Omega_{0 s}\right|}{\left|\Omega_{0}\right|} \sup _{\mathbf{y} \in \Gamma_{0}}\left|\left(\mathbf{y}-\mathbf{x}_{0}^{c}\right)_{j}\right|, \quad j=1,2
\end{align*}
$$

$$
\begin{align*}
\int_{0}^{\alpha} \mathcal{T}^{k j}(t) d & =\frac{\phi}{\left|\Omega_{0}\right|} \int_{\Omega_{0 s}} r^{k}(\mathbf{y}, \alpha)\left(\mathbf{y}-\left(\mathbf{x}_{0}^{c}\right)\right)_{j} d y  \tag{42}\\
& \leq \frac{\phi\left|\Omega_{0 s}\right|}{\left|\Omega_{0}\right|} \sup _{\mathbf{y} \in \Gamma_{0}}\left|\left(\mathbf{y}-\mathbf{x}_{0}^{c}\right)_{k}\right| \sup _{\mathbf{y} \in \Gamma_{0}}\left|\left(\mathbf{y}-\mathbf{x}_{0}^{c}\right)_{j}\right|, \quad j=1,2, k=1,2
\end{align*}
$$

4.4. An example. Set $\Omega_{0 s}=(0, \ell) \times(0, \ell)$ and suppose that $D$ is a diagonal matrix: $D=\left(\begin{array}{cc}d_{1} & 0 \\ 0 & d_{2}\end{array}\right)$ with $d_{1}, d_{2}>0$. Since $\mu$ is determined by $D \mu+\mu \cdot D=\mathbf{v}$, we have $2 d_{i} \mu_{i}=v_{i}$ for $i=1,2$. To solve the eigenvalue problem (23) we rewrite it as

$$
\begin{equation*}
-\left(d_{1} \partial_{y_{1}}^{2}+d_{2} \partial_{y_{2}}^{2}\right) \tilde{\xi}=\beta \tilde{\xi} \text { in } \Omega_{0 s}, \tilde{\xi}=0 \text { on } \partial \Omega_{0 s} \tag{43}
\end{equation*}
$$

and separate variables $\tilde{\xi}=X\left(y_{1}\right) Y\left(y_{2}\right)$ to get

$$
-d_{1} \frac{X^{\prime \prime}}{X}-d_{2} \frac{Y^{\prime \prime}}{Y}=\beta, \quad X(0)=X(\ell)=Y(0)=Y(\ell)=0
$$

The functions $X_{m}\left(y_{1}\right)=\sin \left(\frac{m \pi y_{1}}{\ell}\right), Y_{n}\left(y_{2}\right)=\sin \left(\frac{n \pi y_{2}}{\ell}\right)$ give the normalized solutions

$$
\begin{align*}
& \tilde{\xi}_{m, n}\left(y_{1}, y_{2}\right)=\left(\frac{2}{\ell}\right) \sin \left(\frac{m \pi y_{1}}{\ell}\right) \sin \left(\frac{n \pi y_{2}}{\ell}\right)  \tag{44a}\\
& \left.\beta_{m, n}=d_{1}\left(\frac{m \pi}{\ell}\right)^{2}+d_{2}\left(\frac{n \pi}{\ell}\right)^{2}\right), \quad m, n \geq 1
\end{align*}
$$

These are the eigenfunctions of (23) and the eigenvalues are

$$
\begin{equation*}
\lambda_{m, n}=\frac{\mu D \mu}{\phi}+\frac{1}{\phi} \beta_{m, n}=\frac{1}{\phi}\left(d_{1} \mu_{1}^{2}+d_{2} \mu_{2}^{2}+d_{1}\left(\frac{m \pi}{\ell}\right)^{2}+d_{2}\left(\frac{n \pi}{\ell}\right)^{2}\right), \quad m, n \geq 1 . \tag{44b}
\end{equation*}
$$

4.4.1. The representative functions. Here, we compute explicitly the representative functions $r^{0}(\mathbf{y}, t)=(28)$ and $r^{k}(\mathbf{y}, t)=(32)$ for $k=1,2$. We shall use the integration formulae

$$
\int e^{a u} \sin (b u) d u=\frac{e^{a u}}{a^{2}+b^{2}}(a \sin (b u)-b \cos (b u))
$$

and

$$
\begin{aligned}
& \int(u-c) e^{a u} \sin (b u) d u \\
& =\frac{u-c}{a^{2}+b^{2}} e^{a u}(a \sin (b u)-b \cos (b u))+\frac{1}{\left(a^{2}+b^{2}\right)^{2}} e^{a u}\left(2 a b \cos (b u)+\left(b^{2}-a^{2}\right) \sin (b u)\right)
\end{aligned}
$$

For the coefficients (26) of the constant representative (28), we compute ( $i=[m, n]$ )

$$
\begin{aligned}
& \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}} d z \\
& =\int_{0}^{\ell} \int_{0}^{\ell}\left(\frac{2}{\ell}\right) \sin \left(\frac{m \pi y_{1}}{\ell}\right) \sin \left(\frac{n \pi y_{2}}{\ell}\right) e^{-\left(\mu_{1} y_{1}+\mu_{2} y_{2}\right)} d y_{1} d y_{2} \\
& =\int_{0}^{\ell}\left(\frac{2}{\ell}\right)^{\frac{1}{2}} \sin \left(\frac{m \pi y_{1}}{\ell}\right) e^{-\mu_{1} y_{1}} d y_{1} \int_{0}^{\ell}\left(\frac{2}{\ell}\right)^{\frac{1}{2}} \sin \left(\frac{n \pi y_{2}}{\ell}\right) e^{-\mu_{2} y_{2}} d y_{2} \\
& =\left(\frac{2}{\ell}\right)^{\frac{1}{2}}\left[\frac{e^{-\mu_{1} y_{1}}}{\mu_{1}^{2}+\left(\frac{m \pi}{\ell}\right)^{2}}\left(-\mu_{1} \sin \left(\frac{m \pi y_{1}}{\ell}\right)-\frac{m \pi}{\ell} \cos \left(\frac{m \pi y_{1}}{\ell}\right)\right)\right]_{0}^{\ell} \\
& \quad \times\left(\frac{2}{\ell}\right)^{\frac{1}{2}}\left[\frac{e^{-\mu_{2} y_{2}}}{\mu_{2}^{2}+\left(\frac{n \pi}{\ell}\right)^{2}}\left(-\mu_{1} \sin \left(\frac{n \pi y_{2}}{\ell}\right)-\frac{n \pi}{\ell} \cos \left(\frac{n \pi y_{2}}{\ell}\right)\right)\right]_{0}^{\ell} \\
& =\left(\frac{2}{\ell}\right)^{\frac{1}{2}} \frac{\frac{m \pi}{\ell}}{\mu_{1}^{2}+\left(\frac{m \pi}{\ell}\right)^{2}}\left(1-e^{-\mu_{1} \ell} \cos (m \pi)\right) \times\left(\frac{2}{\ell}\right)^{\frac{1}{2}} \frac{n \pi}{\ell} \\
& =\left(\frac{2}{\ell}\right) \frac{\frac{m \pi}{\ell}+\left(\frac{n \pi}{\ell}\right)^{2}}{\mu_{1}^{2}+\left(\frac{m \pi}{\ell}\right)^{2}} \cdot \frac{\frac{n \pi}{\ell}}{\mu_{2}^{2}+\left(\frac{n \pi}{\ell}\right)^{2}}\left(1-e^{-\mu_{1} \ell} \cos (m \pi)\right)\left(1-e^{-\mu_{2} \ell} \cos (n \pi)\right)
\end{aligned}
$$

Note that we have used $\left.\sin \left(\frac{m \pi y_{1}}{\ell}\right)\right|_{y_{1}=0} ^{y_{1}=\ell}=0$.
In summary, we have

$$
\int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}} d z=\frac{\ell}{2 \ell^{4}} \frac{2 m \pi}{\left(\mu_{1}^{2}+\left(\frac{m \pi}{\ell}\right)^{2}\right)} \frac{2 n \pi}{\left(\mu_{2}^{2}+\left(\frac{n \pi}{\ell}\right)^{2}\right)}\left(1-e^{-\mu_{1} \ell} \cos (m \pi)\right)\left(1-e^{-\mu_{2} \ell} \cos (n \pi)\right)
$$

We shall denote this by

$$
\begin{equation*}
\int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}} d z=a\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right) \tag{45}
\end{equation*}
$$

where we have defined

$$
\begin{aligned}
a(m, \mu) & \equiv \int_{0}^{\ell}\left(\frac{2}{\ell}\right)^{\frac{1}{2}} \sin \left(\frac{m \pi y}{\ell}\right) e^{-\mu y} d y=\int_{0}^{\ell}\left(\frac{2}{\ell}\right)^{\frac{1}{2}} \sin \left(\frac{m \pi y}{\ell}\right) e^{-\mu y} d y= \\
\frac{1}{\ell^{2}} & \frac{\sqrt{2 \ell} m \pi}{\mu^{2}+\left(\frac{m \pi}{\ell}\right)^{2}}\left(1-e^{-\mu \ell} \cos (m \pi)\right)=\frac{\sqrt{2 \ell} m \pi}{(\mu \ell)^{2}+(m \pi)^{2}}\left(1-e^{-\mu \ell} \cos (m \pi)\right) .
\end{aligned}
$$

The original representative solution (28) is finally given by

$$
\begin{align*}
& r^{0}(\mathbf{y}, t)=\sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}} d z\left(1-e^{-\lambda_{i} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y})  \tag{46}\\
&=\sum_{m \geq 1, n \geq 1} a\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right)\left(1-e^{-\lambda_{m, n} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{m, n}(\mathbf{y})
\end{align*}
$$

We continue with the coefficients of the affine representative (32) (with $k=1$ ) . The first part is

$$
\begin{aligned}
& \int_{\Omega_{0 s}} e^{-\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y})\left(\mathbf{y}-\left(\mathbf{x}_{0}^{c}\right)\right)_{1} d y \\
& =\int_{0}^{\ell} \int_{0}^{\ell}\left(\frac{2}{\ell}\right) \sin \left(\frac{m \pi y_{1}}{\ell}\right) \sin \left(\frac{n \pi y_{2}}{\ell}\right) e^{-\left(\mu_{1} y_{1}+\mu_{2} y_{2}\right)}\left(y_{1}-x_{0,1}^{c}\right) d y_{1} d y_{2} \\
& =\int_{0}^{\ell}\left(\frac{2}{\ell}\right)^{\frac{1}{2}} \sin \left(\frac{m \pi y_{1}}{\ell}\right) e^{-\mu_{1} y_{1}}\left(y_{1}-x_{0,1}^{c}\right) d y_{1} a\left(n, \mu_{2}\right) .
\end{aligned}
$$

The second factor is the same as above, but the first factor is given by

$$
\begin{aligned}
& \left(\frac{2}{\ell}\right)^{\frac{1}{2}}\left[\frac{\left(y_{1}-x_{0,1}^{c}\right)}{\mu_{1}^{2}+\left(\frac{m \pi}{\ell}\right)^{2}} e^{-\mu_{1} y_{1}}\left(-\mu_{1} \sin \left(\frac{m \pi y_{1}}{\ell}\right)-\frac{m \pi}{\ell} \cos \left(\frac{m \pi y_{1}}{\ell}\right)\right)\right. \\
& \left.\quad+\frac{1}{\left(\mu_{1}^{2}+\left(\frac{m \pi}{\ell}\right)^{2}\right)^{2}} e^{-\mu_{1} y_{1}}\left(-2 \mu_{1} \frac{m \pi}{\ell} \cos \left(\frac{m \pi y_{1}}{\ell}\right)+\left(\left(\frac{m \pi}{\ell}\right)^{2}-\mu_{1}^{2}\right) \sin \left(\frac{m \pi y_{1}}{\ell}\right)\right)\right]_{0}^{\ell} \\
& =\left(\frac{2}{\ell}\right)^{\frac{1}{2}}\left[\frac{-\frac{\ell}{2}}{\mu_{1}^{2}+\left(\frac{m \pi}{\ell}\right)^{2}} \frac{m \pi}{\ell}\left(1+e^{-\mu_{1} \ell} \cos (m \pi)\right)+\frac{2 \mu_{1} \frac{m \pi}{\ell}}{\left(\mu_{1}^{2}+\left(\frac{m \pi}{\ell}\right)^{2}\right)^{2}}\left(1-e^{-\mu_{1} \ell} \cos (m \pi)\right)\right] \\
& =-\left(\frac{\ell}{2}\right)^{\frac{3}{2}} \frac{2 m \pi}{\left(\mu_{1} \ell\right)^{2}+(m \pi)^{2}}\left(1+e^{-\mu_{1} \ell} \cos (m \pi)\right)+\left(\frac{\ell}{2}\right)^{\frac{1}{2}} \frac{4 \mu_{1} m \pi \ell^{2}}{\left(\left(\mu_{1} \ell\right)^{2}+(m \pi)^{2}\right)^{2}}\left(1-e^{-\mu_{1} \ell} \cos (m \pi)\right)
\end{aligned}
$$

We summarize this with our notation above as

$$
\begin{align*}
& \int_{\Omega_{0 s}} e^{-\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y})\left(\mathbf{y}-\left(\mathbf{x}_{0}^{c}\right)\right)_{1} d y \\
& =\tilde{b}\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right) \\
& =\left(-\frac{\ell}{2} \tilde{a}\left(m, \mu_{1}\right)+\frac{2 \mu_{1} \ell^{2}}{\left(\mu_{1} \ell\right)^{2}+(m \pi)^{2}} a\left(m, \mu_{1}\right)\right) a\left(n, \mu_{2}\right) \tag{47}
\end{align*}
$$

where we have additionally defined

$$
\begin{aligned}
& \tilde{a}(m, \mu) \equiv \frac{\sqrt{2 \ell} m \pi}{(\mu \ell)^{2}+(m \pi)^{2}}\left(1+e^{-\mu \ell} \cos (m \pi)\right) \\
& \tilde{b}(m, \mu) \equiv-\frac{\ell}{2} \tilde{a}(m, \mu)+\frac{2 \mu \ell^{2}}{(\mu \ell)^{2}+(m \pi)^{2}} a(m, \mu)
\end{aligned}
$$

The complete expression for the first factor of the coefficients for the affine representative (32) is obtained by subtracting the multiple

$$
\frac{\mathbf{v}_{1}}{\lambda_{i} \phi}=\frac{2 d_{1} \mu_{1}}{d_{1} \mu_{1}^{2}+d_{2} \mu_{2}^{2}+d_{1}\left(\frac{m \pi}{\ell}\right)^{2}+d_{2}\left(\frac{n \pi}{\ell}\right)^{2}}
$$

of our preceding calculation (45) to get

$$
\begin{align*}
& \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{1}-\frac{v_{1}}{\lambda_{i} \phi}\right) d z=\left(-\frac{\ell}{2} \tilde{a}\left(m, \mu_{1}\right)\right. \\
& \left.+\left(\frac{2 \mu_{1} \ell^{2}}{\left(\mu_{1} \ell\right)^{2}+(m \pi)^{2}}-\frac{2 d_{1} \mu_{1} \ell^{2}}{d_{1}\left(\mu_{1} \ell\right)^{2}+d_{2}\left(\mu_{2} \ell\right)^{2}+d_{1}(m \pi)^{2}+d_{2}(n \pi)^{2}}\right) a\left(m, \mu_{1}\right)\right) a\left(n, \mu_{2}\right) \tag{48}
\end{align*}
$$

$$
=b\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right)
$$

where we have defined

$$
\begin{aligned}
& \quad b\left(m, \mu_{1}\right) \equiv \\
&- \frac{\ell}{2} \tilde{a}\left(m, \mu_{1}\right)+\frac{2 d_{1} \mu_{1} \ell^{2}\left(\left(\mu_{2} \ell\right)^{2}+(n \pi)^{2}\right) d_{2}}{d_{1}\left(\left(\mu_{1} \ell\right)^{2}+(m \pi)^{2}\right)\left(d_{1}\left(\mu_{1} \ell\right)^{2}+d_{2}\left(\mu_{2} \ell\right)^{2}+d_{1}(m \pi)^{2}+d_{2}(n \pi)^{2}\right)} a\left(m, \mu_{1}\right) .
\end{aligned}
$$

We also specify the symmetric counterpart

$$
\begin{aligned}
& \quad b\left(n, \mu_{2}\right) \equiv \\
& -\frac{\ell}{2} \tilde{a}\left(n, \mu_{2}\right)+\frac{2 d_{2} \mu_{2} \ell^{2}\left(\left(\mu_{1} \ell\right)^{2}+(m \pi)^{2}\right) d_{1}}{d_{2}\left(\left(\mu_{2} \ell\right)^{2}+(n \pi)^{2}\right)\left(d_{1}\left(\mu_{1} \ell\right)^{2}+d_{2}\left(\mu_{2} \ell\right)^{2}+d_{1}(m \pi)^{2}+d_{2}(n \pi)^{2}\right)} a\left(n, \mu_{2}\right) .
\end{aligned}
$$

The affine representative solution (32) is finally given by

$$
\begin{align*}
r^{1}(\mathbf{y}, t) & =\sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{1}-\frac{v_{1}}{\lambda_{i} \phi}\right) d z\left(1-e^{-\lambda_{i} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y}) \\
& =\sum_{m \geq 1, n \geq 1} b\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right)\left(1-e^{-\lambda_{m, n} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{m, n}(\mathbf{y}) \tag{49}
\end{align*}
$$

for $k=1$ and similarly for $k=2$, we have

$$
\begin{array}{r}
r^{2}(\mathbf{y}, t)=\sum_{i=1}^{\infty} \int_{\Omega_{0 s}} \tilde{\xi}_{i}(\mathbf{z}) e^{-\mu \cdot \mathbf{z}}\left(\left(\mathbf{z}-\mathbf{x}_{0}^{c}\right)_{2}-\frac{v_{2}}{\lambda_{i} \phi}\right) d z\left(1-e^{-\lambda_{i} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{i}(\mathbf{y})  \tag{50}\\
=\sum_{m \geq 1, n \geq 1} a\left(m, \mu_{1}\right) b\left(n, \mu_{2}\right)\left(1-e^{-\lambda_{m, n} t}\right) e^{\mu \cdot \mathbf{y}} \tilde{\xi}_{m, n}(\mathbf{y})
\end{array}
$$

### 4.4.2. Summary of the kernels.

$$
\begin{aligned}
& \mathcal{T}^{00}(t)=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} a\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right) a\left(m,-\mu_{1}\right) a\left(n,-\mu_{2}\right) \lambda_{m, n} e^{-\lambda_{m, n} t}, \\
& \mathcal{T}^{10}(t)=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} b\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right) a\left(m,-\mu_{1}\right) a\left(n,-\mu_{2}\right) \lambda_{m, n} e^{-\lambda_{m, n} t}, \\
& \mathcal{T}^{20}(t)=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} a\left(m, \mu_{1}\right) b\left(n, \mu_{2}\right) a\left(m,-\mu_{1}\right) a\left(n,-\mu_{2}\right) \lambda_{m, n} e^{-\lambda_{m, n} t} \\
& \mathcal{T}^{01}(t)=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} a\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right) \tilde{b}\left(m,-\mu_{1}\right) a\left(n,-\mu_{2}\right) \lambda_{m, n} e^{-\lambda_{m, n} t}, \\
& \mathcal{T}^{02}(t)=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} a\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right) a\left(m,-\mu_{1}\right) \tilde{b}\left(n,-\mu_{2}\right) \lambda_{m, n} e^{-\lambda_{m, n} t}, \\
& \mathcal{T}^{11}(t)=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} b\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right) \tilde{b}\left(m,-\mu_{1}\right) a\left(n,-\mu_{2}\right) \lambda_{m, n} e^{-\lambda_{m, n} t}, \\
& \mathcal{T}^{12}(t)=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} b\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right) a\left(m,-\mu_{1}\right) \tilde{b}\left(n,-\mu_{2}\right) \lambda_{m, n} e^{-\lambda_{m, n} t}, \\
& \mathcal{T}^{21}(t)=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} a\left(m, \mu_{1}\right) b\left(n, \mu_{2}\right) \tilde{b}\left(m,-\mu_{1}\right) a\left(n,-\mu_{2}\right) \lambda_{m, n} e^{-\lambda_{m, n} t}, \\
& \mathcal{T}^{22}(t)=\frac{\phi}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} a\left(m, \mu_{1}\right) b\left(n, \mu_{2}\right) a\left(m,-\mu_{1}\right) \tilde{b}\left(n,-\mu_{2}\right) \lambda_{m, n} e^{-\lambda_{m, n} t}, \\
& \mathbf{S}^{0}(t)=-\frac{\mathbf{V}}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} a\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right) a\left(m,-\mu_{1}\right) a\left(n,-\mu_{2}\right)\left(1-e^{-\lambda_{m, n} t}\right), \\
& \mathbf{S}^{1}(t)=\frac{\left|\Omega_{0 s}\right|}{\left|\Omega_{0}\right|} D \mathbf{e}_{1}-\frac{\mathbf{v}}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} b\left(m, \mu_{1}\right) a\left(n, \mu_{2}\right) a\left(m,-\mu_{1}\right) a\left(n,-\mu_{2}\right)\left(1-e^{-\lambda_{m, n} t}\right), \\
& \mathbf{S}^{2}(t)=\frac{\left|\Omega_{0 s}\right|}{\left|\Omega_{0}\right|} D \mathbf{e}_{2}-\frac{\mathbf{v}}{\left|\Omega_{0}\right|} \sum_{m \geq 1, n \geq 1} a\left(m, \mu_{1}\right) b\left(n, \mu_{2}\right) a\left(m,-\mu_{1}\right) a\left(n,-\mu_{2}\right)\left(1-e^{-\lambda_{m, n} t}\right) .
\end{aligned}
$$

4.4.3. Comments on graphs. The representative functions $r=r^{k}$ (or their complements, $\left.1-r,(\mathbf{y}-\mathbf{x})_{k}-r^{k}\right)$ satisfy the abstract Cauchy problem,

$$
\dot{r}(t)+A r(t)=0, r(0)=r_{0}
$$

with $A r=-\nabla \cdot(D \nabla r-\mathbf{v} r) \in V^{\prime}$ for $r \in V \equiv H_{0}^{1}\left(\Omega_{o s}\right)$, so we have $r \in$ $L^{2}\left(0, T ; H_{0}^{1}\left(\Omega_{o s}\right)\right), \dot{r} \in L^{2}\left(0, T ; H^{-1}\left(\Omega_{o s}\right)\right)$, and it follows that $r \in C\left([0, T] ; L^{2}\left(\Omega_{o s}\right)\right)$ and $\nabla r \in L^{2}\left(0, T ; L^{2}\left(\Omega_{o s}\right)\right)$. From these observations, it follows that each $\mathcal{T}^{k j} \in$ $L^{1}(0, T)$ and $S^{k j} \in L^{1}(0, T)$. If $D=$ constant (as in our example), then $S^{k j} \in$ $C[0, T]$.

The basic kernels $\mathcal{T}^{i j}$ all consist of sums of terms $\lambda_{m, n} e^{-\lambda_{m, n} t}$ which rapidly decrease from a singularity at zero. We showed above and in Section 4.3 that they are integrable at zero. The kernels $S^{i j}$ consist of terms $1-e^{-\lambda_{m, n} t}$ which start at


Figure 1. Graphs of the kernels, $\mathcal{T}^{00}, \Xi_{1}(t o p)$, and $\Psi_{11}, \Psi_{22}$ (bottom) for various $\mathbf{K}_{\text {ratio }}$ values.
zero and have a relatively steady rise to a constant value. Thus, all of these basic kernels are integrable at zero.

Recall that the coefficients of the model equation consist of the combined kernels given by (18). Since the kernels are not spatially dependent, the first is just the double porosity kernel, $\mathcal{T}^{00}$.

The secondary advection kernels are given by

$$
\Xi=\left(\mathcal{T}^{10}, \mathcal{T}^{20}\right)-\left(\left(\mathcal{T}^{01}, \mathcal{T}^{02}\right)+\left(S^{01}, S^{02}\right)\right)
$$

The first two terms will sum approximately to zero (by near anti-symmetry properties of the integrands), so it is essentially a convex combination of terms ( $1-e^{-\lambda_{m, n} t}$ ) with small competing terms near zero. In cases where the first two terms are substantial, we may get negative values at very early times.

The secondary diffusion kernels are

$$
\Psi=\left[\begin{array}{ll}
\mathcal{T}^{11} & \mathcal{T}^{12} \\
\mathcal{T}^{21} & \mathcal{T}^{22}
\end{array}\right]+\left[\begin{array}{ll}
S^{11} & S^{12} \\
S^{21} & S^{22}
\end{array}\right]
$$

These consist of sums of respective terms of the form $\lambda_{m, n} e^{-\lambda_{m, n} t}$ and $1-e^{-\lambda_{m, n} t}$. The first accounts for the initial rapid decrease, and the second for the delayed interval of increase to a constant level in the case of $\Psi^{11}$ (with all coefficients positive) and the delayed interval of even more rapid decrease in the case of $\Psi^{22}$ (with the second set of coefficients containing negative terms).

Figure 1 illustrates the double porosity, secondary advection, and secondary diffusion kernels for various $\mathbf{K}_{\text {ratio }} \equiv \mathbf{K}_{f} / \mathbf{K}_{s}$ values.

## 5. Numerical approximation and analysis of the upscaled model

In this section, we discuss and analyze the discretization of

$$
\begin{align*}
u_{t}+v u_{x}-D u_{x x}+\Upsilon * u_{t}+\Xi * u_{x t}-\Psi * u_{x x t} & =0  \tag{51a}\\
u(x, 0) & =u_{0}(x) \tag{51b}
\end{align*}
$$

where $v$ is assumed to be nonnegative. Note that (51) is a 1 d version of the upscaled problem (17) considered in Section 3, with scalar fields $\Psi$ and $\Xi$.

We implemented several schemes for (17) that share a common element that the memory terms are treated implicitly in time, while the spatial derivatives corresponding to the advection and diffusion are handled in a way optimal for the particular scheme. In this section, however, we consider only an upwind-memory scheme which treats the advection explicitly and diffusion implicitly. We do not report on schemes which treat the advection implicitly. While they can increase the stability of the method, additional numerical diffusion can be introduced.

Below, we first formulate assumptions on the kernels that will be used in our analysis. Then, we define discretization of convolution terms and proceed to define and analyze the schemes corresponding to (51) with increasing level of difficulty.

In order to discretize the memory terms, we use the product integration rule applied in [13] for self-adjoint parabolic equations with memory terms similar to $\Upsilon * u_{t}$. Recently, in [14], Peszyńska developed schemes for nonlinear conservation laws in which the (possibly nonlinear) advection terms are treated explicitely in time. The theory developed in [14] applies to (51) if $D=0, \Psi=0, \Xi=0$. In this paper, we improve on the strong stability result proved in [14] and extend it to the case when $D \neq 0, \Psi \neq 0, \Xi \neq 0$. Since we are interested in (51) which is linear, we only pursue the linear stability case.

In Section 5.3, we define the general setup of von-Neumann analysis which applies to initial value problems on $\mathbb{R}$. Then, in Sections $5.4-5.7$, we use von-Neumann analysis for problems with $\Upsilon \neq 0, \Xi=\Psi=0$, and $\Upsilon \neq 0, \Xi \neq 0, \Psi=0$, and finally for $\Upsilon \neq 0, \Xi \neq 0, \Psi \neq 0$. In Section 5.8 , we provide discussion of stability using the method of lines (MOL) which applies to initial-boundary value problems.

While we are able to prove weak stability for the comprehensive scheme for (51), this is not optimal since the scheme for the micro-model is strongly stable, reflecting the qualitative properties of the solution subject to maximum principles. Thus, one could expect that the scheme for the limiting macro-model (51) would share the same stability properties. However, we do not make assumptions on the interdependence between the data $v$ and $D$ of the upscaled problem (51) and the kernels $\Upsilon, \Xi$, and $\Psi$. Hence, we obtain only weak stability. However, it is possible that one could obtain a stronger result under appropriately stronger hypotheses on $v, D, \Upsilon, \Xi$, and $\Psi$. Furthermore, (51) truncates (17) to one dimension. While we are not able to prove a stability result for (17) at this time, it is possible that, unlike (51), it would have strong stability.

Finally, we remark that our analysis assumes only that $\Xi$ and $\Psi$ are both piecewise monotone and bounded as $t \rightarrow \infty$. This assumption is justifiable by Section 4. On the other hand, we do not assume boundedness of $\Upsilon$ or of $\Psi$ at 0 , but rather allow for their weak singularity at the origin. One can easily extend our results and see that strong stability will hold for convolution terms with any monotonically decreasing kernels that are weakly singular at $t=0$ and that weak stability can be obtained for increasing but asymptotically bounded kernels.

To close this preliminary discussion, we mention that it is expensive to keep all the long-term history of the evolution of the solution, i.e., the values $u_{m}$. To rectify
this problem, one can take advantage of the behavior of the kernels which seem to asymptotically stabilize as discussed below in Remark 4. Thus, a truncation of the scheme proposed here makes sense, but we will not deal with it in this paper.
5.1. Kernels. The kernels $\Upsilon$ and $\Xi$ in (51) will be assumed to be smooth and weakly integrable. Also, both $\Upsilon$ and $\Xi$ are assumed to be monotone, but the former is nonincreasing, whereas the latter is nondecreasing. More specifically,

$$
\begin{align*}
& \Upsilon \in L_{l o c}^{1}(0, \infty) \cap C^{1}(0, \infty), \Upsilon(t) \geq 0, \Upsilon^{\prime}(t) \leq 0, \forall t>0  \tag{52}\\
& \Xi \in L_{l o c}^{1}(0, \infty) \cap C^{1}(0, \infty), \Xi(t) \geq 0, \Xi^{\prime}(t) \geq 0, \forall t>0 \tag{53}
\end{align*}
$$

In addition, we assume

$$
\begin{equation*}
\Xi(0)=0 . \tag{54}
\end{equation*}
$$

These assumptions on $\Xi$ are somewhat inconsistent with the comment on the possible negative values of $\Xi$ at very early times in Section 4.4.3. However, the magnitude of $\Xi(t)$ tends to be really small, if not zero, at very early times. Moreover, these assumptions make our analysis much simpler.

Indeed, $\Xi$ has a stronger property of than that in (53). That is,

$$
\Xi \in C^{0}([0, \infty))
$$

but we will not take advantage of this in our analysis.
On the other hand, $\Psi$ is only piecewise monotone: there is a time $t_{*}>0$ such that $\Psi$ is nonincreasing on $\left(0, t_{*}\right)$ and nondecreasing on $\left(t_{*}, \infty\right)$ :

$$
\begin{align*}
& \Psi \in L_{l o c}^{1}(0, \infty) \cap C^{1}(0, \infty), \Psi(t) \geq 0, \forall t>0 \\
& \Psi^{\prime}(t) \leq 0, \forall t \leq t_{*}, \Psi^{\prime}(t) \geq 0, \forall t \geq t_{*} \tag{55}
\end{align*}
$$

Furthermore, we note that there is another time $t^{*}>t_{*}$ after which it makes sense to approximate

$$
\begin{equation*}
\Upsilon^{\prime}(t) \approx 0, \Xi^{\prime}(t) \approx 0, \Psi^{\prime}(t) \approx 0, \quad t>t^{*} \tag{56}
\end{equation*}
$$

5.2. Discretization of convolution terms. In this section, we consider memory terms of the form $\Upsilon * u$ and $\Upsilon * u_{t}$, for which we temporarily assume $u=u(t)$ and drop the spatial dependence of $u$ for exposition's sake.

The approximations to $\Upsilon * u$ and $\Upsilon * u_{t}$ depend on the qualitative properties of $\Upsilon$ and possibly on whether, e.g., $u(t)$ is approximated with a piecewise constant, linear, or a higher order polynomial on each time interval $\left[t_{m}, t_{m+1}\right]$. First, we consider approximations to $\Upsilon * u$. Since

$$
\left.\Upsilon * u\right|_{t=t_{n}}=\int_{0}^{t_{n}} \Upsilon\left(t_{n}-s\right) u(s) d s=\sum_{m=0}^{n-1} \int_{t_{m}}^{t_{m+1}} \Upsilon\left(t_{n}-s\right) u(s) d s
$$

we need to decide how to approximate the integral $I_{n, m}:=\int_{t_{m}}^{t_{m+1}} \Upsilon\left(t_{n}-s\right) u(s) d s$.
Define

$$
\begin{equation*}
\Upsilon_{m}:=\frac{1}{k} \int_{t_{m}}^{t_{m+1}} \Upsilon(s) d s, \quad \tau_{m}:=k \Upsilon_{m}=\int_{t_{m}}^{t_{m+1}} \Upsilon(s) d s \tag{57}
\end{equation*}
$$

Note that $\Upsilon_{m}$ is the exact mean value of $\Upsilon$ on $\left[t_{m}, t_{m+1}\right]$, and $\Upsilon_{m}$ and $\tau_{m}$ are well defined for both bounded and weakly singular kernels. For bounded kernels, the following approximations can also be considered:

$$
\begin{array}{ll}
\Upsilon_{m}^{l}:=\Upsilon\left(t_{m}\right), & \tau_{m}^{l}:=k \Upsilon\left(t_{m}\right) \\
\Upsilon_{m}^{r}:=\Upsilon\left(t_{m+1}\right), & \tau_{m}^{r}:=k \Upsilon\left(t_{m+1}\right)
\end{array}
$$

One could also consider the midpoint formula, but it will not be pursued any further here.

Assume for simplicity a uniform time-stepping with the timestep size $k$, i.e.,

$$
t_{m}=m k, m=0,1, \ldots
$$

Then, changing variables gives us

$$
\begin{equation*}
\int_{t_{m}}^{t_{m+1}} \Upsilon\left(t_{n}-s\right) d s=\int_{t_{n}-t_{m+1}}^{t_{n}-t_{m}} \Upsilon(s) d s=\int_{t_{n-m-1}}^{t_{n-m}} \Upsilon(s) d s=\tau_{n-m-1} \tag{60}
\end{equation*}
$$

Now, we introduce the following approximations to $I_{n, m}$ :

$$
\begin{align*}
& I_{n, m} \approx u_{m+1} \tau_{n-m-1}  \tag{61}\\
& I_{n, m} \approx u_{m} \tau_{n-m-1}  \tag{62}\\
& I_{n, m} \approx u_{m} \tau_{n-m-1}^{l}  \tag{63}\\
& I_{n, m} \approx u_{m+1} \tau_{n-m-1}^{r} \tag{64}
\end{align*}
$$

where $u_{m}$ is the approximate to $u(m k), m=1,2, \cdots$. The formulas (61) and (62) come from the product integration rules and (63) and (64) come from the left- and right- rectangle rules. Also, they are $O(k)$-accurate methods. The rules (61) and (64) lead to a fully implicit treatment of (51), whereas (62) and (63) lead to a fully explicit method. A generic approximation to the convolution integral which allows the implicit and explicit treatments can be written as

$$
\left.\Upsilon * u\right|_{t=t_{n}}=\sum_{m=0}^{n} \bar{\tau}_{n-m} u_{m}
$$

where $\bar{\tau}_{n-m}$ can be chosen from (61)-(64) and is set to 0 at $m=0$ for implicit schemes or at $m=n$ for explicit schemes. In this paper, we consider only implicit treatments.

Next, we define an approximation to $\Upsilon * u_{t}$ using (57) and (60) as follows:

$$
\begin{align*}
\left.\Upsilon * u_{t}\right|_{t=t_{n}} & =\sum_{m=1}^{n} \int_{t_{m-1}}^{t_{m}} \Upsilon\left(t_{n}-s\right) u_{t}(s) d s \\
& \left.\approx \sum_{m=1}^{n}\right) \frac{1}{k}\left(u_{m}-u_{m-1}\right) \int_{t_{m-1}}^{t_{m}} \Upsilon\left(t_{n}-s\right) d s \\
& =\sum_{m=1}^{n} \frac{u_{m}-u_{m-1}}{k} \tau_{n-m} \tag{65}
\end{align*}
$$

For bounded kernels, one could also consider approximations (58) or (59) to replace $\tau_{n-m}$.

Remark 1. The qualitative properties of the sequence $\Upsilon_{m}$ and those of $\tau_{m}:=k \Upsilon_{m}$ are inherited from those of the kernel $\Upsilon$. In particular, we have by (52) that $\Upsilon$ is nonnegative and nonincreasing, and so are the sequences $\left(\Upsilon_{m}\right)_{m}$ and $\left(\tau_{m}\right)_{m}$, i.e.,

$$
\begin{equation*}
\tau_{m} \geq 0, \quad \tau_{m}-\tau_{m+1} \geq 0, \quad \forall m \tag{66}
\end{equation*}
$$

Next, we define $\Xi_{m}, \xi_{m}$ and $\Psi_{m}, \psi_{m}$ for the kernels $\Xi$ and $\Psi$, respectively, analogously to (57).
Remark 2. By (53), $\Xi$ is nonnegative and nondecreasing, and so are the sequences $\left(\Xi_{m}\right)_{m}$ and $\left(\xi_{m}\right)_{m}$. More specifically,

$$
\begin{equation*}
0 \leq \xi_{m} \leq \xi_{m+1} \leq k \Xi\left(t_{m+2}\right) \leq k \Xi(T), \forall m \tag{67}
\end{equation*}
$$

In Method of Lines analysis, it will be convenient to assume $\xi_{0}=0$ which amounts to replacing $\xi_{0}$ by its approximation $\xi_{0}^{l}$, which is 0 if (54) holds.

Remark 3. By (55), $\Psi$ is nonnegative, and so are the sequences $\left(\Psi_{m}\right)_{m}$ and $\left(\psi_{m}\right)_{m}$. However, $\Psi$ is not monotone. Without loss of generality, we assume that $t_{*}$ and $t^{*}$ coincide with some discrete time $t_{m}$. That is, $t_{*}=t_{m_{*}}$ and $t^{*}=t_{m^{*}}$ for some $m_{*}$ and $m^{*}$. Thus, we have

$$
\begin{align*}
& \psi_{m} \geq 0, \psi_{m} \geq \psi_{m+1}, m<m_{*}-1  \tag{68a}\\
& \psi_{m} \geq 0, \psi_{m} \leq \psi_{m+1}, m \geq m_{*} \tag{68b}
\end{align*}
$$

For $m=m^{*}$, the sign of $\psi_{m_{*}-1}-\psi_{m_{*}}$ is in general undecided. Without loss of generality, we assume further

$$
\begin{equation*}
\psi_{m} \geq 0, \psi_{m} \leq \psi_{m+1}, m=m_{*}-1 \tag{68c}
\end{equation*}
$$

Remark 4. The fact that for $t>t_{m^{*}}$ the derivatives of the kernels $\Upsilon, \Xi, \Psi$ appear to vanish suggests to truncate the approximation to the memory terms to only those time steps reaching to $m^{*}$. While we do not analyze the consequences of this truncation, it is an important practical simplification.
5.3. Stability analysis for $\Upsilon=\Xi=\Psi=0$. One-level scheme for (51) with $\Upsilon=\Xi=\Psi \equiv 0$ defines $u_{n+1}$ in terms of $u_{n}, n=1,2, \ldots$. More specifically, we have

$$
\begin{equation*}
u_{n+1}=C(k) u_{n} \tag{69}
\end{equation*}
$$

Here, $u_{n}=\left(u_{j, n}\right)_{j \in J}$ is a vector of nodal values at the nodes $x_{j}=j h$ of the spatial grid and $C(k)$ is a coefficient matrix depending only on the time step $k$ and the original (homogeneous) partial differential equation (PDE). In particular, $C(k)$ reflects how we treat the advection and diffusion terms.

In error analysis of (69), one considers an inhomogeneous version of (69) that allows to account for, e.g., truncation errors in the following form:

$$
\begin{equation*}
u_{n+1}=C(k) u_{n}+k f_{n} \tag{70}
\end{equation*}
$$

In fact, this equation holds for the vector of errors $e_{n}$. If we apply this recursively, we obtain, with $C=C(k)$,

$$
\begin{equation*}
e_{n+1}=C\left(C e_{n-1}+k f_{n-1}\right)+k f_{n}=\ldots=C^{n+1} e^{0}+k \sum_{m=0}^{n} C^{n-m} f_{m} \tag{71}
\end{equation*}
$$

It is clear that to keep the error bounded, one has to keep the growth of $C^{n}$ under control, i.e, require its uniform boundedness. To analyze the stability of the numerical method, we will use the von Neumann approach, which is based on Fourier analysis. To avoid the details of handling boundary conditions in the von Neumann analysis, one usually studies the stability for the Cauchy problem, which is the PDE on all space with no boundaries, $-\infty<x<\infty$. In this case, $j=0, \pm 1, \pm 2, \ldots$. For initial boundary value problems on a bounded domain, $J$ is a finite set and we will discuss this case later in Section 5.8.

First, we recall the well-known von-Neumann ansatz that will be fundamental for the understanding of what we develop for the memory terms. Consider the following Fourier series for $u_{j, n}$ :

$$
\begin{equation*}
u_{j, n}=\sum_{\chi} q_{n}(\chi) e^{i \chi j h}, n=1,2, \ldots \tag{72}
\end{equation*}
$$

Here, the coefficient $q_{n}(\chi)$ is the Fourier mode of the finite difference solution $u_{n}$ and $q\left(\chi, t_{n}\right)$ is the Fourier coefficient of $u\left(x, t_{n}\right)$. Therefore, $q_{n}(\chi)$ is an approximation to $q\left(\chi, t_{n}\right)$. In particular, $q_{0}(\chi)$ is an approximation to $q(\chi, 0)=$ $\frac{1}{2 \pi} \int_{-\pi}^{\pi} u(x, 0) e^{-i \chi x} d x$, the Fourier coefficients of the initial data $u_{0} \approx u(x, 0)$.

Substituting (72) in the difference equation (69) for $u_{n+1}$ and $u_{n}$ and collecting like terms of $e^{i \chi j h}$, we can identify, at every step $n$, the same factor $g=g(k, \chi)$ so that

$$
q_{n+1}(\chi)=g(k, \chi) q_{n}(\chi)
$$

Applying the above equation recursively, we obtain $q_{n}(\chi)=g(k, \chi)^{n} q_{0}(\chi)$. Then, a better-known version of (72) is

$$
\begin{equation*}
u_{j, n}=\sum_{\chi} q_{0}(\chi) g(k, \chi)^{n} e^{i \chi j h} \tag{73}
\end{equation*}
$$

The amplification factor $g(k, \chi)$ is thus the counterpart of $C(k)$ in the Fourier space. In the von Neumann analysis, the following is required for the strong stability:

$$
\begin{equation*}
|g(k, \chi)| \leq 1, \forall \chi \tag{74}
\end{equation*}
$$

On the other hand, weak stability [[17], Chapter IV] relaxes (74) and requires only

$$
\begin{equation*}
|g(k, \chi)| \leq 1+O(k), \forall \chi \tag{75}
\end{equation*}
$$

5.4. Strong stability for $\Upsilon \neq 0, \Psi \equiv 0, \Xi \equiv 0$. In this section, we consider

$$
\begin{equation*}
u_{t}+\Upsilon * u_{t}+v u_{x}-D u_{x x}=0 \tag{76}
\end{equation*}
$$

First, we will consider the above model with no diffusion term, i.e., $D=0$. Then, we will extend our stability analysis to the case with nonzero diffusion term.
5.5. The case of $D=0$. Consider

$$
\begin{equation*}
u_{t}+\Upsilon * u_{t}+v u_{x}=0 \tag{77}
\end{equation*}
$$

In [14], Peszyńska proposed the following explicit upwind-memory scheme
$\left(780 u_{j, n}-u_{j, n-1}\right)+\sum_{m=1}^{n}\left(u_{j, m}-u_{j, m-1}\right) \tau_{n-m}+\lambda v\left(u_{j, n-1}-u_{j-1, n-1}\right)=0$,
where $\lambda=k / h$. It arose from a standard upwind discretization combined with the approximation (65) for $\Upsilon * u_{t}$. Following Section 5.3, we can pursue Fourier analysis of this problem and analyze the growth of $q_{n}(\chi)$, the Fourier mode of the finite difference approximation to $u_{n}$. Indeed, Peszyńska pursued the analysis of the amplification factor $g$ in the (pessimistic) case when $q_{n}=g q_{n-1}$, where $g$ does not depend on $n$. In this case, at $t=t_{n}$, it was shown that $g$ is the root of a polynomial equation of order $n+1$ and its magnitude was estimated using a corollary to Rouche's theorem. It was found that if the following CFL- $\tau$ condition

$$
\begin{equation*}
0 \leq \lambda v \leq 1+\tau_{0} \tag{79}
\end{equation*}
$$

is satisfied, we have $|g| \leq 1$, which implies strong stability, i.e., $\left|q_{n}(\chi)\right| \leq\left|q_{0}(\chi)\right|$.
In this paper, we prove a more general result in which the amplification sequence $g_{n}$ is defined by

$$
\begin{equation*}
q_{n}(\chi)=g_{n}(\chi) q_{0}(\chi) \tag{80}
\end{equation*}
$$

and $g_{n}$ varies from one time step to another.
The following auxiliary result is elementary in stability analysis [8] and we recall it for later use.

Lemma 5.1. Assume $A \in \mathbb{R}$. In order for

$$
\begin{equation*}
\left|1-A\left(1-e^{-i \theta}\right)\right| \leq 1 \tag{81}
\end{equation*}
$$

to hold for any $\theta$, it is sufficient and necessary to have $0 \leq A \leq 1$.
The proof of Lemma 5.1 is an exercise: we calculate the square of the quantity on the left, and obtain, after some algebraic manipulations, that (81) is equivalent to

$$
1+2\left(A^{2}-A\right)(1-\cos (\theta)) \leq 1
$$

From this, it further follows that we must have $A^{2}-A \leq 0$ and the lemma is proved.
Proposition 5.1. Assume that $\Upsilon$ satisfies (52). Then, the explicit upwind-memory scheme, (78), is strongly stable, i.e.,

$$
\begin{equation*}
\left|g_{n}\right| \leq 1, \quad \forall \chi, \quad n=1,2, \ldots \tag{82}
\end{equation*}
$$

provided the CFL condition

$$
\begin{equation*}
0 \leq v \lambda \leq 1 \tag{83}
\end{equation*}
$$

holds.
Proof. First, we recall that, by Lemma 5.1 with $A=v \lambda$, the CFL condition, (83), is equivalent to

$$
\begin{equation*}
\left|1-\gamma^{*}\right| \leq 1 \tag{84}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma^{*}:=v \lambda(1-z), \quad z:=e^{-i \theta} \tag{85}
\end{equation*}
$$

Then, the proof of (82) follows by induction. We substitute (72) in (78) and consider the growth of the sequence $\left|g_{n}\right|, n=1,2, \ldots$

In what follows, we set $\theta=\chi j h$ to be an arbitrary angle.
$1^{0}$ : When $n=1$, (65) gives us

$$
\left.\left(\Upsilon * u_{t}\right)\right|_{x=x_{j}, t=t_{1}} \approx \frac{1}{k}\left(u_{j, 1}-u_{j, 0}\right) \tau_{0}
$$

Thus, rewriting (78) upon (72) for $n=1$, we have, after collecting the like powers of $e^{i \theta}$,

$$
\begin{equation*}
\left(1+\tau_{0}\right)\left(q_{1}-q_{0}\right)+q_{0} \gamma^{*}=0 \tag{86}
\end{equation*}
$$

where $\gamma^{*}$ arises from the upwind discretization of the advection term $v u_{x}$. Using (80) to define $g_{1}$, we see that

$$
\begin{equation*}
\left(1+\tau_{0}\right) g_{1}=\left(1+\tau_{0}-\gamma^{*}\right) \tag{87}
\end{equation*}
$$

thus, by recalling $\tau_{0} \geq 0$ from (52),

$$
\begin{equation*}
\left(1+\tau_{0}\right)\left|g_{1}\right|=\left|1+\tau_{0}-\gamma^{*}\right| \tag{88}
\end{equation*}
$$

On the other hand, using $\tau_{0} \geq 0$ and (84), we can see that the right hand side of (88) satisfies

$$
\left|1+\tau_{0}-\gamma^{*}\right| \leq\left|1-\gamma^{*}\right|+\tau_{0} \leq 1+\tau_{0} .
$$

Thus, we obtain

$$
\begin{equation*}
\left|g_{1}\right| \leq 1 \tag{89}
\end{equation*}
$$

Alternatively, applying Lemma 5.1, we see that $0 \leq A:=\frac{v \lambda}{1+\tau_{0}} \leq 1$ is required to show (89), thus only the CFL- $\tau$ condition is needed. In fact, this alternative path can be followed with a possibly negative $\tau_{0}$, as long as $1+\tau_{0} \geq 0$. Fo a
negative $\tau_{0}$, however, the $\mathrm{CFL}-\tau$ condition is a more stringent assumption than the CFL condition. However, if $\tau_{0} \geq 0$, (83) obviously suffices for the CFL- $\tau$ condition.
$2^{0}$ : Now, consider $n>1$ and assume $\left|g_{j}\right| \leq 1, j=1, \ldots n-1$. We will prove (82). First, we rewrite (65) to get, for $n>1$,

$$
\begin{aligned}
& \left.(90) \quad\left(\Upsilon * u_{t}\right)\right|_{x=x_{j}, t=t_{n}} \\
& \approx \frac{1}{k}\left[\left(u_{j, 1}-u_{j, 0}\right) \tau_{n-1}+\left(u_{j, 2}-u_{j, 1}\right) \tau_{n-2}+\ldots\left(u_{j, n-1}-u_{j, n-2}\right) \tau_{1}+\left(u_{j, n}-u_{j, n-1}\right) \tau_{0}\right] \\
& =\frac{1}{k}\left[\tau_{0} u_{j, n}+\left(\tau_{1}-\tau_{0}\right) u_{j, n-1}+\left(\tau_{2}-\tau_{1}\right) u_{j, n-2}+\ldots+\left(\tau_{n-1}-\tau_{n-2}\right) u_{j, 1}-\tau_{n-1} u_{j, 0}\right] \\
& \quad=\frac{1}{k}\left[\tau_{0} u_{j, n}+\left(\tau_{1}-\tau_{0}\right) u_{j, n-1}+\sum_{m=1}^{n-2} u_{j, m}\left(\tau_{n-m}-\tau_{n-m-1}\right)-u_{j, 0} \tau_{n-1}\right] .
\end{aligned}
$$

Thus, we can rearrange the terms in (78) to get

$$
\begin{array}{r}
\left(1+\tau_{0}\right)\left(u_{j, n}-u_{j, n-1}\right)+\left[\tau_{1} u_{j, n-1}+\sum_{m=1}^{n-2} u_{j, m}\left(\tau_{n-m}-\tau_{n-m-1}\right)-u_{j, 0} \tau_{n-1}\right]  \tag{91}\\
+v \lambda\left(u_{j, n-1}-u_{j-1, n-1}\right)=0
\end{array}
$$

Then, substituting the Ansatz (72) in (90), setting for convenience $g_{0}=1$, and collecting the like terms $e^{i j h}$, we obtain an equation for $g_{n}$ :

$$
\begin{equation*}
\left(1+\tau_{0}\right)\left(g_{n}-g_{n-1}\right)+\left[\tau_{1} g_{n-1}+\sum_{m=1}^{n-2} g_{m}\left(\tau_{n-m}-\tau_{n-m-1}\right)-g_{0} \tau_{n-1}\right]+g_{n-1} \gamma^{*}=0 \tag{92}
\end{equation*}
$$

Next, we rearrange
(93) $\left(1+\tau_{0}\right) g_{n}=$

$$
\left(1+\tau_{0}-\tau_{1}-\gamma^{*}\right) g_{n-1}-\sum_{m=1}^{n-2} g_{m}\left(\tau_{n-m}-\tau_{n-m-1}\right)+g_{0} \tau_{n-1}
$$

We then take modulus of both sides and estimate the right hand side by applying the triangle inequality repeatedly. From the inductive assumption, each $\left|g_{j}\right| \leq 1, j=1, \ldots n-1$. Therefore, since $\tau_{m}$ are nonnegative, we have

$$
\begin{align*}
& \left(1+\tau_{0}\right)\left|g_{n}\right| \leq\left|1+\tau_{0}-\tau_{1}-\gamma^{*}\right|\left|g_{n-1}\right|+\sum_{m=1}^{n-2}\left|g_{m}\right|\left|\tau_{n-m}-\tau_{n-m-1}\right|+\left|g_{0}\right| \tau_{n-1}  \tag{94}\\
& \leq\left|1-\gamma^{*}\right|+\left|\tau_{0}-\tau_{1}\right|+\left|\tau_{n-1}-\tau_{n-2}\right|+\left|\tau_{n-2}-\tau_{n-3}\right|+\ldots+\left|\tau_{2}-\tau_{1}\right|+\left|\tau_{n-1}\right|
\end{align*}
$$

Now, by (66), we can replace $\left|\tau_{n-1}-\tau_{n-2}\right|=-\left(\tau_{n-1}-\tau_{n-2}\right)$, etc. in (94) and simplify the expression to obtain
(95) $\left(1+\tau_{0}\right)\left|g_{n}\right|$

$$
\begin{aligned}
\leq\left|1-\gamma^{*}\right|+\tau_{0}-\tau_{1}-\left(\tau_{n-1}-\tau_{n-2}\right)-\left(\tau_{n-2}-\tau_{n-3}\right)-\ldots- & \left(\tau_{2}-\tau_{1}\right)+\tau_{n-1} \\
& =\left|1-\gamma^{*}\right|+\tau_{0}
\end{aligned}
$$

Then, $\left|g_{n}\right| \leq 1$ follows from (84).
5.5.1. The case of $D \neq 0$. Now, consider

$$
\begin{equation*}
u_{t}+\Upsilon * u_{t}+v u_{x}-D u_{x x}=0 \tag{96}
\end{equation*}
$$

Then, an extension of the explicit upwind-memory scheme discussed in Section 5.3 to (96) is given as follows:

$$
\begin{align*}
\left(u_{j, n}-u_{j, n-1}\right)+\sum_{m=1}^{n}\left(u_{j, m}-u_{j, m-1}\right) & \tau_{n-m}+\lambda v\left(u_{j, n-1}-u_{j-1, n-1}\right)  \tag{97}\\
& +D \frac{\lambda}{h}\left(2 u_{j, n}-u_{j-1, n}-u_{j+1, n}\right)=0
\end{align*}
$$

in which the diffusion term is treated implicitly.
Straightforward modification of the calculations in the proof of Proposition 5.1 reveals that $g_{1}$ satisfies, instead of (87),

$$
\begin{equation*}
\left(1+D_{h}+\tau_{0}\right) g_{1}=\left(1+\tau_{0}-\gamma^{*}\right) \tag{98}
\end{equation*}
$$

where $D_{h}=2 D(1-\cos \theta) \frac{\lambda}{h}$. Since $D_{h} \geq 0$, we obtain (89).
Proceeding similarly as in the proof of Proposition 5.1 for $n>1$, we get the modification of (95):

$$
\begin{aligned}
& \left(1+D_{h}+\tau_{0}\right)\left|g_{n}\right| \\
& \leq\left|1-\gamma^{*}\right|+\tau_{0}-\tau_{1}-\left(\tau_{n-1}-\tau_{n-2}\right)-\left(\tau_{n-2}-\tau_{n-3}\right)-\ldots-\left(\tau_{2}-\tau_{1}\right)+\tau_{n-1} \\
& =\left|1-\gamma^{*}\right|+\tau_{0}
\end{aligned}
$$

This proves the induction step and that $\left|g_{n}\right| \leq 1, n=1,2, \ldots$.
Corollary 5.1. Let the assumptions of Proposition 5.1 be satisfied.
(a) If $v \neq 0$, then the scheme (97) is strongly stable as long as the CFL condition, (83), holds.
(b) If $v=0$, then the scheme (97) is unconditionally strongly stable. This provides an alternative proof of the result considered in [13].
5.6. Weak stability for $\Upsilon \neq 0, \Psi \equiv 0, \Xi \not \equiv 0$. Now, consider the following model with a secondary advection term, $\Xi * u_{t x}$ :

$$
\begin{equation*}
u_{t}+\Upsilon * u_{t}+\Xi * u_{t x}+v u_{x}-D u_{x x}=0 \tag{99}
\end{equation*}
$$

We approximate $\Xi * u_{t x}$ in analogy to (65), with the upwind discretization for the spatial derivative since $\Xi$ is nonnegative:

$$
\left.\Xi * u_{t x}\right|_{x_{j}, t_{n}} \approx \sum_{m=1}^{n} \frac{1}{h}\left(\left(u_{j, m}-u_{j, m-1}\right)-\left(u_{j-1, m}-u_{j-1, m-1}\right)\right) \xi_{n-m}
$$

With this, the scheme for (99) is
$\left(u_{j, n}-u_{j, n-1}\right)+\sum_{m=1}^{n}\left(u_{j, m}-u_{j, m-1}\right) \tau_{n-m}$

$$
\begin{array}{r}
+\sum_{m=1}^{n} \lambda\left(\left(u_{j, m}-u_{j, m-1}\right)-\left(u_{j-1, m}-u_{j-1, m-1}\right)\right) \xi_{n-m}+\lambda v\left(u_{j, n-1}-u_{j-1, n-1}\right)  \tag{100}\\
+D \frac{\lambda}{h}\left(2 u_{j, n}-u_{j-1, n}-u_{j+1, n}\right)=0
\end{array}
$$

We will analyze its stability similarly as was done in the proof of Proposition 5.1. For simplicity, we drop temporarily the diffusion terms as we have seen that the
inclusion of the diffusion term requires only a minor change in the proof. Thus, in what follows, we set $D=0$.

First, we consider the difference equation (100) with $D=0$ for $n=1$. Using the same von-Neumann framework as in what led to (86), we obtain

$$
\begin{equation*}
\left(1+\tau_{0}+\xi_{0}^{*}\right)\left(q_{1}-q_{0}\right)+q_{0} \gamma^{*}=0 \tag{101}
\end{equation*}
$$

where $\gamma^{*}$ and $z$ are the same as in (85) and

$$
\begin{equation*}
\xi_{m}^{*}:=\xi_{m} \lambda(1-z), m=0,1, \ldots \tag{102}
\end{equation*}
$$

A simple calculation shows that

$$
\begin{equation*}
\left|g_{1}\right|=\frac{\left|1+\tau_{0}+\xi_{0}^{*}-\gamma^{*}\right|}{\left|1+\tau_{0}+\xi_{o}^{*}\right|}=\frac{\left|1+\tau_{0}+\lambda\left(\xi_{0}-v\right)(1-z)\right|}{\left|1+\tau_{0}+\lambda \xi_{0}(1-z)\right|} . \tag{103}
\end{equation*}
$$

The following Lemma proves $\left|g_{1}\right| \leq 1$ and also establishes another inequality that will be useful later.

Lemma 5.2. (i) If the CFL- $\tau$ condition, (79), holds, we have

$$
\left|g_{1}\right| \leq 1
$$

(ii) In addition,

$$
\begin{equation*}
\left|1+\tau_{0}+\xi_{0}^{*}\right|=\left|1+\tau_{0}+\lambda \xi_{0}(1-z)\right| \geq 1+\tau_{0} \geq 1 \tag{104}
\end{equation*}
$$

Proof. Set $A=1+\tau_{0}, B=\lambda\left(\xi_{0}-v\right)$, and $B_{0}=\lambda \xi_{0}$ and rewrite (103) to obtain

$$
\left|g_{1}\right|=\frac{|A+B(1-z)|}{\left|A+B_{0}(1-z)\right|}=\frac{|A+B(1-\cos \theta)+i B \sin \theta|}{\left|A+B_{0}(1-\cos \theta)+i B_{0} \sin \theta\right|}
$$

Then, we compare the (square of the) moduli of the numerator and denominator. To ensure that the former is less than or equal to the latter, we must have

$$
\begin{equation*}
A^{2}+2\left(A B+B^{2}\right)(1-\cos \theta) \leq A^{2}+2\left(A B_{0}+B_{0}^{2}\right)(1-\cos \theta) \tag{105}
\end{equation*}
$$

which is equivalent to

$$
A\left(B-B_{0}\right) \leq\left(B_{0}-B\right)\left(B_{0}+B\right)
$$

Note that $\xi_{0} \geq 0$ gives $B \leq B_{0}$. Therefore, we have

$$
\begin{equation*}
-A \leq B_{0}+B=\lambda\left(2 \xi_{0}-v\right) \tag{106}
\end{equation*}
$$

On the other hand, $A \geq 1>0$ by definition. Thus, if the right hand side of (106) is positive, the inequality (106) is obviously satisfied. However, the right hand side can be negative asymptotically, since $v \geq 0$ is the data for the problem and $\xi_{0}=k \Xi_{0} \rightarrow 0$ with $k \rightarrow 0$. Indeed, we have

$$
\begin{equation*}
A \geq v \lambda \geq \lambda\left(v-2 \xi_{0}\right) \tag{107}
\end{equation*}
$$

where the first inequality is due to (79). Hence, the proof of (i) is complete.
To show (ii), we consider the minimum of the quantity $\left|A+B_{0}(1-z)\right|$ on the left hand side of (104) over $B_{0}$. Note that its square is the same as the right hand side of (105). For a fixed $\theta$, since $B_{0} \geq 0$, the minimum occurs at $B_{0}=0$ and equals $A^{2}$, thus (ii) is established.

Next, we proceed with analysis of the steps for $n>1$. In this case, it will be shown that, unlike in Proposition 5.1, we do not have strong stability. The von-Neumann Ansatz applied to (100) gives us a modification of the formula (92),
defining the amplification sequence $g_{n}$, that replaces each occurrence of $\tau_{m}$ in (92) by $\tau_{m}+\xi_{m}^{*}$. First, we write the analogue of (92) as follows:

$$
\begin{array}{r}
+\left[g_{n-1}\left(\tau_{1}+\xi_{1}^{*}\right)+\sum_{m=1}^{n-2} g_{m}\left(\tau_{n-m}-\tau_{n-m-1}+\xi_{n-m}^{*}-\xi_{n-m-1}^{*}\right)-g_{0}\left(\tau_{n-1}+\xi_{n-1}^{*}\right)\right]  \tag{108}\\
+g_{n-1} \gamma^{*}=0
\end{array}
$$

Next, we rearrange the terms by grouping together the expressions involving $\tau_{m}$ and those involving $\left|\xi_{m}^{*}\right|=\xi_{m} \lambda|1-z|$ and estimate similarly as in (94) to see

$$
\begin{align*}
&\left|1+\tau_{0}+\xi_{0}^{*}\right|\left|g_{n}\right| \leq\left(\left|1-\gamma^{*}\right|+\left|\tau_{0}-\tau_{1}\right|\right)\left|g_{n-1}\right|+\sum_{m=1}^{n-2}\left|g_{m}\right|\left|\tau_{n-m}-\tau_{n-m-1}\right|+\left|g_{0}\right| \tau_{n-1}  \tag{109}\\
&+\left|\xi_{0}^{*}-\xi_{1}^{*}\right|\left|g_{n-1}\right|+\sum_{m=1}^{n-2}\left|g_{m}\right|\left|\xi_{n-m}^{*}-\xi_{n-m-1}^{*}\right|+\left|g_{0}\right|\left|\xi_{n-1}^{*}\right|
\end{align*}
$$

Here, we do not invoke the inductive assumption as was done in the proof of Proposition 5.1. Rather, we define $G_{n-1}:=\max _{m=0, \ldots n-1}\left|g_{m}\right|$ and use $\left|g_{m}\right| \leq G_{n-1}$ for $m=0,1, \ldots n-1$ to estimate the right hand side of (109). Also, we use the monotonicity of $\tau_{m}$ and $\xi_{m}$, which allows to cancel some terms. Furthermore, we accommodate the fact that $\xi_{m}$ is nondecreasing. Then, we obtain

$$
\begin{align*}
& \mid 1+\tau_{0}+\xi_{o}^{*}| | g_{n} \mid  \tag{110}\\
& \leq G_{n-1}\left\{\left|1-\gamma^{*}\right|\right. \\
& \quad+\left(\tau_{0}-\tau_{1}\right)-\left(\tau_{n-1}-\tau_{n-2}\right)-\left(\tau_{n-2}-\tau_{n-3}\right)-\ldots-\left(\tau_{2}-\tau_{1}\right)+\tau_{n-1} \\
& \quad\left.+\left|\xi_{0}^{*}-\xi_{1}^{*}\right|+\left|\xi_{n-1}^{*}-\xi_{n-2}^{*}\right|+\left|\xi_{n-2}^{*}-\xi_{n-3}^{*}\right|+\ldots+\left|\xi_{2}^{*}-\xi_{1}^{*}\right|+\left|\xi_{n-1}^{*}\right|\right\} \\
&= G_{n-1}\left\{\left|1-\gamma^{*}\right|+\tau_{0}\right. \\
&\left.\quad+\lambda|1-z|\left(\xi_{1}-\xi_{0}+\xi_{n-1}-\xi_{n-2}+\xi_{n-2}-\xi_{n-3}+\ldots+\xi_{2}-\xi_{1}+\xi_{n-1}\right)\right\} \\
&= G_{n-1}\left(\left|1-\gamma^{*}\right|+\tau_{0}+\lambda|1-z|\left(2 \xi_{n-1}-\xi_{0}\right)\right) \\
& \leq G_{n-1}\left(\left|1-\gamma^{*}\right|+\tau_{0}+\frac{4}{v} \xi_{n-1}\right)
\end{align*}
$$

where we have used the fact that $\left|\xi_{m}^{*}-\xi_{m-1}^{*}\right|=\lambda|1-z|\left(\xi_{m}-\xi_{m-1}\right)$ by (67), and, in the last inequality, (67), (83), and $|1-z| \leq 2$.

Now, we divide both sides of (110) by $\left|1+\tau_{0}+\xi_{o}^{*}\right|$ and estimate

$$
\begin{equation*}
\text { 11) }\left|g_{n}\right| \leq G_{n-1}\left\{\frac{\left|1-\gamma^{*}\right|+\tau_{0}}{\left|1+\tau_{0}+\xi_{o}^{*}\right|}+\frac{4 \xi_{n-1}}{v\left|1+\tau_{0}+\xi_{o}^{*}\right|}\right\} \leq G_{n-1}\left(1+\frac{4}{v} k \Xi\left(t_{n}\right)\right) \tag{111}
\end{equation*}
$$

where we used Lemma 5.2 (ii) and the monotonicity of $\xi_{n},(67)$.
The estimates above therefore suggest that the amplification sequence increases proportionally from one step to another by a factor of $1+O(k)$. This estimate is sharp in a sense that it can be seen by calculating exactly the amplification term $g_{2}$; unlike $g_{1}$ for which we have $\left|g_{1}\right| \leq 1,\left|g_{2}\right|$ can be shown to exceed 1 .

Remark 5. When $D>0$, a straightforward modification in the calculations above can show that the inequalities (103) and (111) still hold with a denominator $\mid 1+$
$\tau_{0}+\xi_{o}^{*}+D_{h} \mid$, where $D_{h}=2 D(1-\cos \theta) \frac{\lambda}{h} \geq 0$. Therefore, we can still prove the same bound for $\left|g_{n}\right|, n \geq 1$.

Proposition 5.2. Assume that the CFL condition, (83), and the monotonicity of $\tau_{m}$ and $\xi_{m}$, (66) and (67), respectively, hold. Then, the scheme (100) for (99) is weakly stable on $\left[0, t_{n}\right]$ for $t_{n} \leq T$ and some $T$.
Proof. The estimates preceding the statement of this proposition demonstrate that

$$
\left|g_{n}\right| \leq G_{n-1}(1+C k),
$$

where $C$ depends only on $\Xi$ and $v$. Via Bernoulli inequality, we have therefore

$$
\left|g_{n}\right| \leq(1+C k)^{n-1} \leq \exp (C k(n-1)) \leq \exp (C T)
$$

that is, the amplification sequence is uniformly bounded.
Remark 6. From the proof of Proposition 5.2, it seems that, under additional assumptions on the relation of $\Xi$ and $v$, one may be able to obtain strong stability. In particular, in the problem considered in this paper, we are likely to have $\xi_{0}=0$, and $\Xi$ is likely to be bounded by some constant related to $v$. Under these assumptions, one may be able to group the terms $\xi_{m}^{*}$ somehow along with $v$ and avoid being left with $\xi_{n-1}^{*}$ which causes the failure of strong stability. However, due to the complexity of the calculations in Section 4.3, we are unable to pursue this direction further at this time.
5.7. Weak stability for $\Upsilon \neq 0, \Psi \not \equiv 0, \Xi \not \equiv 0$. First, we set $\Xi \equiv 0$ and consider an extension of (78) for

$$
\begin{equation*}
u_{t}+\Upsilon * u_{t}-\Psi * u_{t x x}+v u_{x}-D u_{x x}=0 \tag{112}
\end{equation*}
$$

We will include all the terms at the end.
Let us consider the new term $\Psi * u_{t x x}$ first. The term $\Psi * u_{t x x}$ is approximated in analogy to (65):

$$
\begin{aligned}
& \left.\Psi * u_{t x x}\right|_{t=t_{n}, x=x_{j}} \\
& \approx \sum_{m=1}^{n}-\frac{1}{h^{2}}\left(2\left(u_{j, m}-u_{j, m-1}\right)-\left(u_{j-1, m}-u_{j-1, m-1}\right)-\left(u_{j+1, m}-u_{j+1, m-1}\right)\right) \psi_{n-m}
\end{aligned}
$$

With the above approximation, the scheme for (112) is

$$
\begin{align*}
& 113) \quad\left(u_{j, n}-u_{j, n-1}\right)+\sum_{m=1}^{n}\left(u_{j, m}-u_{j, m-1}\right) \tau_{n-m}  \tag{113}\\
& +\sum_{m=1}^{n} \frac{k}{h^{2}}\left(2\left(u_{j, m}-u_{j, m-1}\right)-\left(u_{j-1, m}-u_{j-1, m-1}\right)-\left(u_{j+1, m}-u_{j+1, m-1}\right)\right) \psi_{n-m} \\
& \quad+\lambda v\left(u_{j, n-1}-u_{j-1, n-1}\right)+D \frac{\lambda}{h}\left(2 u_{j, n}-u_{j-1, n}-u_{j+1, n}\right)=0
\end{align*}
$$

The stability analysis follows analogously to those in Propositions 5.1 and 5.2.
Proposition 5.3. Let the CFL condition (83) hold and, further, (66), (68a)-(68c) be satisfied. Then, the scheme (113) is ultra-weakly stable that is,

$$
\begin{equation*}
|g(k, \chi)| \leq 1+g_{\Psi}(k), \forall \chi \tag{114}
\end{equation*}
$$

if (i) $g_{\Psi}(k)=\frac{k}{\psi_{0}} \rightarrow 0$ as $k \rightarrow 0$. Alternatively, the scheme is weakly stable if (ii) $\frac{k}{h^{2}} \leq \alpha$ holds.

Remark 7. The result of Proposition 5.3 is weaker than that of the previous statements because of non-monotonicity of the kernels involved. In practice, however, we do not see a significant problem. If we let $\Psi(t)$ behave like $t^{-1 / 2}$ close to the origin, then $\frac{k}{\psi_{0}}=g_{\Psi}(k)=O(\sqrt{k})$, and the assumption (i) holds. Thus (ii) is not needed in practice.

Proof. We can quickly derive difference equations for the amplification factors $g_{n}$ using the same von-Neumann framework as in what led to (86). First, we define, for convenience,

$$
\begin{equation*}
\psi_{m}^{*}:=\psi_{m} \frac{k}{h^{2}}(2-z-\bar{z})=\psi_{m} \frac{\lambda}{h} 2(1-\cos \theta), m=0,1, \ldots \tag{115}
\end{equation*}
$$

We note that all $\psi_{m}^{*} \in \mathbb{R}$ and are in fact nonnegative by Remark 3. Also, for a fixed $\theta$, they are decreasing as long as $m \leq m_{*}$ and increasing for $m>m^{*}$.

For our analysis, we first set $D=0$. Using (113) for $n=1$, we obtain for $g_{1}$ that

$$
\begin{equation*}
\left(1+\tau_{0}+\psi_{0}^{*}\right)\left(v_{1}-v_{0}\right)+v_{0} \gamma^{*}=0 \tag{116}
\end{equation*}
$$

In order to estimate $\left|g_{1}\right|$, we proceed similarly as in (88), except that we replace $\tau_{0}$ by $\tau_{0}+\psi_{0}^{*}$. Then, as long as (83) holds, we have that, for any $\theta,\left|g_{1}\right| \leq 1$. Next, for $n>1$, we take similar steps to the ones leading to (94) in the proof of Proposition 5.1, except that $\tau_{m}$ is replaced in each instance by $\tau_{m}+\psi_{m}^{*}$ :

$$
\begin{align*}
& \left(1+\tau_{0}+\psi_{0}^{*}\right)\left|g_{n}\right| \leq\left|1+\tau_{0}+\psi_{0}^{*}-\tau_{1}-\psi_{1}^{*}-\gamma^{*}\right|\left|g_{n-1}\right|  \tag{117}\\
& \quad+\sum_{m=1}^{n-2}\left|g_{m}\right|\left(\left|\tau_{n-m}-\tau_{n-m-1}\right|+\left|\psi_{n-m}^{*}-\psi_{n-m-1}^{*}\right|\right)+\left|g_{0}\right|\left(\tau_{n-1}+\psi_{n-1}^{*}\right)
\end{align*}
$$

If $n<m_{*}$, we proceed in the same manner as in the remainder of the proof of Proposition 5.1 since we can telescope and cancel $\tau_{m}+\psi_{m}^{*}$ by the monotonicity of $\psi_{m}$. Therefore, for $n<m_{*}$, we can then easily obtain strong stability, i.e., $\left|g_{n}\right| \leq 1$.

However, if $n>m_{*}$, the estimates differ from those following (94) or (109) since $\psi_{m}^{*}$ is not monotone, and therefore the sign of $\psi_{n-m}^{*}-\psi_{n-m-1}^{*}$ changes at $m=m_{*}$, making the telescoping and cancellation of all the terms impossible. Nevertheless, we can still get weak stability by writing out the terms carefully.

We define $G_{n-1}:=\max _{m=0, \ldots n-1}\left|g_{m}\right|$ and recall the basic steps that were used to get (110) to see

$$
\begin{align*}
& \left(1+\tau_{0}+\psi_{o}^{*}\right)\left|g_{n}\right| \leq G_{n-1}\left\{\left|1-\gamma^{*}\right|\right.  \tag{118}\\
& +\left(\tau_{0}-\tau_{1}\right)-\left(\tau_{n-1}-\tau_{n-2}\right)-\left(\tau_{n-2}-\tau_{n-3}\right)-\ldots-\left(\tau_{2}-\tau_{1}\right)+\tau_{n-1} \\
+ & \left.\left|\psi_{0}^{*}-\psi_{1}^{*}\right|+\left|\psi_{n-1}^{*}-\psi_{n-2}^{*}\right|+\left|\psi_{n-2}^{*}-\psi_{n-3}^{*}\right|+\ldots+\left|\psi_{2}^{*}-\psi_{1}^{*}\right|+\left|\psi_{n-1}^{*}\right|\right\} .
\end{align*}
$$

Note that, by (68a)-(68c), we have $\psi_{m_{*}}^{*}-\psi_{m_{*}-1}^{*} \leq 0$, but $\psi_{m_{*}+1}^{*}-\psi_{m_{*}}^{*} \geq 0$.
Therefore, the summation of the absolute values on the right hand side of (118), after rearranging the terms, can be rewritten as

$$
\begin{align*}
& \left|\psi_{0}^{*}-\psi_{1}^{*}\right|+\left|\psi_{1}^{*}-\psi_{2}^{*}\right|+\ldots+\left|\psi_{m_{*}-1}^{*}-\psi_{m_{*}}^{*}\right|+\left|\psi_{m_{*}}^{*}-\psi_{m_{*}+1}^{*}\right|  \tag{119}\\
& \quad+\ldots+\left|\psi_{n-3}^{*}-\psi_{n-2}^{*}\right|+\left|\psi_{n-2}^{*}-\psi_{n-1}^{*}\right|+\left|\psi_{n-1}^{*}\right| \\
& =\psi_{0}^{*}-\psi_{1}^{*}+\psi_{1}^{*}-\psi_{2}^{*}+\ldots+\psi_{m_{*}-1}^{*}-\psi_{m_{*}}^{*}+\psi_{m_{*}+1}^{*}-\psi_{m_{*}}^{*}+\ldots \\
& \quad+\psi_{n-2}^{*}-\psi_{n-3}^{*}+\psi_{n-1}^{*}-\psi_{n-2}^{*}+\psi_{n-1}^{*} \\
& \quad=2 \psi_{n-1}^{*}-2 \psi_{m_{*}}^{*}+\psi_{0}^{*}
\end{align*}
$$

Then, we obtain from (118) that

$$
\left(1+\tau_{0}+\psi_{o}^{*}\right)\left|g_{n}\right| \leq G_{n-1}\left\{\left|1-\gamma^{*}\right|+\tau_{0}+\psi_{0}^{*}+2\left(\psi_{n}^{*}-\psi_{m_{*}}^{*}\right)\right\}
$$

We will prove a similar bound as in (111), with a bit more work and extra assumptions need for the last term $\left(\psi_{n}^{*}-\psi_{m_{*}}^{*}\right)$ in the above inequality, which we discuss below.

There are two avenues to deal with this term. The first i) assumes (reasonable) bound on the growth of $\Psi$ at the origin and leads to "ultra-weak" stability (114). The second ii) restricts the time step $k$ and gives the usual weak stability (75).

To pursue i), we notice by (115) that the ratio $\frac{\psi_{n}^{*}-\psi_{m_{*}}^{*}}{1+\tau_{0}+\psi_{0}^{*}}$ can be bounded by $\frac{\psi_{n}^{*}-\psi_{m_{*}}^{*}}{\psi_{0}^{*}}=\frac{\psi_{n}-\psi_{m_{*}}}{\psi_{0}}$. Now, we take advantage of (56) and see that for $n>m *$ it is reasonable to estimate, since $\Psi^{\prime}$ is at least bounded by some $D_{*}$ for $t>t_{*}$,

$$
0 \leq \psi_{n}-\psi_{m_{*}}=k\left(\Psi_{n}-\Psi_{m_{*}}\right)=k\left(k\left(n-m^{*}\right)\right) \frac{\Psi_{n}-\Psi_{m_{*}}}{k\left(n-m^{*}\right)} \leq k T D_{*}
$$

Next, we estimate the ratio

$$
\frac{\psi_{n}-\psi_{m_{*}}}{\psi_{0}} \leq \frac{k}{\psi_{0}} T D_{*}
$$

Thus, as long as $g_{\Psi}(k)=\frac{k}{\psi_{0}} \rightarrow 0$ as $k \rightarrow 0$, we have the ultra-weak stability (114).
The second approach ii) is simply to assume $\frac{k}{h^{2}} \leq \alpha$ for some constant $\alpha$. This is similar to time step restrictions imposed for explicit diffusion schemes. While this choice of time step can be prohibitively expensive, stability analysis is very simple by noticing

$$
\frac{\psi_{n}^{*}-\psi_{m_{*}}^{*}}{1+\tau_{0}+\psi_{0}^{*}} \leq \psi_{n}^{*}-\psi_{m_{*}}^{*} \leq 4 \alpha k \max _{t \geq t_{*}} \Psi(t)=O(k)
$$

and thus the weak stability is established.
The proof of Proposition 5.3 can be completed after we redo the calculation including $D \neq 0$.

Now, combining the results and elements of the proof of Propositions 5.1, 5.2, and 5.3, we obtain the following theorem.
Theorem 5.1. The following upwind-memory scheme for (51)

$$
\begin{align*}
\left(u_{j, n}-\right. & \left.u_{j, n-1}\right)+\sum_{m=1}^{n}\left(u_{j, m}-u_{j, m-1}\right) \tau_{n-m}  \tag{120}\\
& +\sum_{m=1}^{n} \frac{k}{h}\left(\left(u_{j, m}-u_{j, m-1}\right)-\left(u_{j-1, m}-u_{j-1, m-1}\right)\right) \xi_{n-m}
\end{align*}
$$

$$
+\sum_{m=1}^{n} \frac{k}{h^{2}}\left(2\left(u_{j, m}-u_{j, m-1}\right)-\left(u_{j-1, m}-u_{j-1, m-1}\right)-\left(u_{j+1, m}-u_{j+1, m-1}\right)\right) \psi_{n-m}
$$

$$
+\lambda v\left(u_{j, n-1}-u_{j-1, n-1}\right)+D \frac{\lambda}{h}\left(2 u_{j, n}-u_{j-1, n}-u_{j+1, n}\right)=0
$$

is weakly stable (or ultra-weakly stable) under the assumptions of Propositions 5.1, 5.2, and 5.3.
5.8. Stability analysis using MOL. We recall that von-Neumann analysis applies to homogeneous pure Cauchy problems on unbounded domains or to initial boundary value problems problems with periodic boundary conditions. The problem (51) we study in this paper is defined in practice on bounded domains with practical (other than periodic) boundary conditions. Thus in this section we consider the MOL approach as an alternative to von-Neumann stability analysis; it
allows to understand stability and error propagation for inhomogeneous problems; this also helps to understand how the errors, e.g., truncation errors, may propagate in time. While we do not address the case of general boundary conditions, we set the framework for future extensions.

A general case of MOL applied to (51) is with (69) in which $u_{n} \in V$, and (69) is an equation (or a system) on an infinite dimensional Hilbert space $V$, and where $V$ is selected appropriately for the given boundary value problem, and $C(k)$ is an abstract linear operator on $V$. This setup was used for self-adjoint problems, e.g., in [18] and allows to study semi-discrete error estimates and stability. Since our problem (51) is not self-adjoint due to the presence of $v \neq 0, \Xi \neq 0$, the techniques and set-up of [18] do not apply.

We pursue MOL analysis therefore only for a fully discrete version, i.e., for (69) is where $u_{j, n} \in \mathbb{R}, j=1, \ldots J, u_{n}=\left(u_{1, n}, u_{2, n}, \ldots, u_{J, n}\right)^{T} \in \mathbb{R}^{J}, C(k) \in \mathbb{R}^{J \times J}$. Still, some of the calculations below are similar to those in [18] even though the latter uses a rectangular rule and requires boundedness of the kernels, and requires that the spatial operators involved are self-adjoint. On the other hand, [18] allow for the study in a general Hilbert space $V$ while we only deal with the case $V=\mathbb{R}^{J}$.

Our MOL analysis is only performed for the (simple) case of periodic boundary conditions. For a non-self-adjoint problem, realistic boundary conditions imposed in (51) of Dirichlet and/or Neumann type render $C(k)$ to be nonnormal (see, e.g., [8]) and make any spectral analysis of $C(k)$ very complicated. Since the focus of this paper is on the influence of memory terms rather than on handling boundary conditions, we assume for simplicity only periodic boundary conditions. This makes the analysis of $C(k)$ similar to that of amplification factors $g$ in von-Neumann analysis, and allows us to skip many details. Our MOL setup can be perhaps extended in future to handle nonperiodic boundary conditions.

For now, we assume that $\Xi \equiv 0$ and $\Psi \equiv 0$. We first rewrite (97) in matrix-vector form, to be satisfied by vector $u_{n}$ as follows:

$$
\begin{equation*}
\left(u_{n}-u_{n-1}\right)+\lambda v \mathcal{A} u_{n-1}+\frac{D k}{h^{2}} \mathcal{A}_{d} u_{n}+\sum_{m=1}^{n}\left(u_{m}-u_{m-1}\right) \tau_{n-m}=0 \tag{121}
\end{equation*}
$$

where

$$
\mathcal{A}:=\left[\begin{array}{cccccc}
1 & & & & & -1  \tag{122}\\
-1 & 1 & & & & \\
& -1 & 1 & & & \\
& & \ddots & \ddots & & \\
& & & -1 & 1 & \\
& & & & -1 & 1
\end{array}\right]
$$

is the upwind difference operator matrix. It is well known $[[8], 10.2,10.4]$ that $\mathcal{A}$ can be written as a sum of a scaled (circulant) matrix appropriate for centered difference and a scaled (symmetric nonnegative definite) diffusion matrix

$$
\mathcal{A}_{d}:=\left[\begin{array}{cccccc}
2 & -1 & & & & -1  \tag{123}\\
-1 & 2 & -1 & & & \\
& -1 & 2 & -1 & & \\
& & \ddots & \ddots & \ddots & \\
& & & -1 & 2 & -1 \\
-1 & & & & -1 & 2
\end{array}\right]
$$

Also, it is known that $\mathcal{A}$ and $\mathcal{A}_{d}$ have the same orthogonal sets of eigenvectors, thus, in particular, that both are normal. We also recall that the eigenvalues of $\mathcal{A}$ and $\mathcal{A}_{d}$ are, respectively, $1-z=1-e^{-i \theta}$ (see (85)) and $2(1-\cos (\theta))$, where $0 \leq \theta \leq 2 \pi$ runs through a discrete set of equidistant $J$ angles.
5.8.1. Assume first that $D=0$. For MOL stability analysis, we consider the inhomogeneous version of (121) and include $k f_{n}$ on its right hand side to account for the anticipated collection of truncation errors that may arise as in (70) modifying (69). After rearranging terms, we get a vector equation of structure analogous to (93):

$$
\left(1+\tau_{0}\right) u_{n}=\left(1+\tau_{0}\right) u_{n-1}-\lambda v \mathcal{A} u_{n-1}-\tau_{1} u_{n-1}-\sum_{m=1}^{n-2} u_{m}\left(\tau_{n-m}-\tau_{n-m-1}\right)+u_{0} \tau_{n-1}+k f_{n}
$$

Set

$$
\left.\mathcal{C}:=\frac{1}{1+\tau_{0}}\left(\left(1+\tau_{0}\right) \mathbf{I}-\lambda v \mathcal{A}\right)\right)=\mathbf{I}-\frac{\lambda v}{1+\tau_{0}} \mathcal{A}
$$

and
(124) $k \bar{f}_{n}:=\frac{1}{1+\tau_{0}}\left(k f_{n}-\tau_{1} u_{n-1}-\sum_{m=1}^{n-2} u_{m}\left(\tau_{n-m}-\tau_{n-m-1}\right)+u_{0} \tau_{n-1}\right)$.

Then, we get

$$
\begin{equation*}
u_{n}=\mathcal{C} u_{n-1}+k \bar{f}_{n} \tag{125}
\end{equation*}
$$

Iterating on (125), we obtain

$$
\begin{equation*}
u_{n}=C^{n} u_{0}+k \sum_{m=0}^{n-1} C^{n-m+1} \bar{f}_{m} \tag{126}
\end{equation*}
$$

Since $\mathcal{A}$ is normal, $\mathcal{C}$ is normal as well. Thus, the analysis of stability, i.e., of bounds on $\mathcal{C}^{n}$ is equivalent to finding the bounds the eigenvalues of $\mathcal{C}$. In practice, similar book-keeping is needed as that we used to prove bounds on amplification factors $G^{n}$ pursued in Section 5.4.

If $k$ is chosen to satisfy the CFL condition, for each eigenvalue $\lambda(C)=1-$ $\frac{v \lambda}{1+\tau_{0}}(1-z)$ of $C$ with $z=e^{-i \theta}$, we have by Lemma 5.1 that $|\lambda(C)| \leq 1$ and hence $\left\|C^{n}\right\| \leq 1$. Therefore, we obtain

$$
\begin{equation*}
\left\|u_{n}\right\| \leq\left\|u_{0}\right\|+k \sum_{j=0}^{n-1}\left\|\bar{f}_{j}\right\| \tag{127}
\end{equation*}
$$

Note that $\left\|\bar{f}_{j}\right\|, j=0, \ldots, n-1$, include the telescoping entries involving $u_{m}$, so that (127) does not complete the stability proof. However, one could proceed by induction similarly as was done in the proof of Proposition 5.1 to obtain strong stability for the homogeneous case, i.e., $\left\|u_{n}\right\| \leq\left\|u_{0}\right\|$. We skip the details because they do not bring any new information.

For the inhomogeneous case, we proceed similarly as in [18] and obtain weak stability via a calculation that can be later applied immediately to the cases with $\Xi \neq 0, \Psi \neq 0$.

To this aim, we prove the following auxiliary Lemma.

Lemma 5.3. Let $u_{n}$ satisfy (127) and

$$
\begin{equation*}
k\left\|\bar{f}_{n}\right\| \leq k\left\|f_{n}\right\|+\sum_{m=0}^{n-1} \alpha_{n-1-m}\left\|u_{m}\right\| \tag{128}
\end{equation*}
$$

for some given nonnegative sequence $\left(\alpha_{m}\right)_{m=0}^{n-1}$ whose sum for any $n$ is bounded by some constant $\alpha^{*}$. Then, there is a constant $C_{T}$ which depends only on $k t_{n}$ and on $\left(\alpha_{m}\right)_{m}$ such that

$$
\left\|u_{n}\right\| \leq C_{T}\left(\left\|u_{0}\right\|+\sum_{m=0}^{n}\left\|f_{m}\right\|\right)
$$

Proof. By (127), we get

$$
\begin{equation*}
\left\|u_{n}\right\| \leq\left\|u_{0}\right\|+k \sum_{j=0}^{n-1}\left\|f_{j}\right\|+k \sum_{j=0}^{n-1} \sum_{m=0}^{j-1} \alpha_{j-1-m}\left\|u_{m}\right\| \tag{129}
\end{equation*}
$$

We switch the order of summation in the last sum of (129) to obtain

$$
\sum_{j=0}^{n-1} \sum_{m=0}^{j-1} \alpha_{j-1-m}\left\|u_{m}\right\|=\sum_{m=0}^{n-1}\left\|u_{m}\right\| \sum_{j=m+1}^{n} \alpha_{j-1-m} .
$$

Then, since $\alpha_{j k}$ are all nonnegative and their sum is bounded, we can estimate from (129)

$$
\begin{equation*}
\left\|u_{n}\right\| \leq\left\|u_{0}\right\|+k \sum_{j=0}^{n-1}\left\|f_{j}\right\|+k \alpha^{*} \sum_{m=0}^{n-1}\left\|u_{m}\right\| \tag{130}
\end{equation*}
$$

Applying discrete Gronwall's Lemma as in [[18], Lemma preceding Theorem 1], we conclude that

$$
\begin{equation*}
\left\|u_{n}\right\| \leq C_{T}\left(k \sum_{m=0}^{n-1}\left\|f_{m}\right\|+\left\|u_{0}\right\|\right) \tag{131}
\end{equation*}
$$

where the constant $C_{T}$ depends only on $T=n k$ and $\alpha^{*}$.
Now, we can use Lemma 5.3 with
$(132)_{n-1-m}=\left|\tau_{n-m}-\tau_{n-m-1}\right|, m=1, \ldots n-2, \alpha_{n-1}=\tau_{n-1}, \alpha_{1}=\tau_{1}$.
We see that these coefficients are nonnegative and that their sum is bounded by $\sum_{m=0}^{n} \tau_{m}=\int_{0}^{t_{n}} \Upsilon(s) d s$ which by Remark 1 is bounded. Thus, we obtain (131), i.e., weak stability.
5.8.2. The analysis above is easily extended to the case $D \neq 0$. In this case, by setting

$$
\begin{aligned}
\mathcal{B} & :=\left(1+\tau_{0}\right) \mathbf{I}+\frac{D k}{h^{2}} \mathcal{A}_{d} \\
\mathcal{G} & \left.:=I\left(1+\tau_{0}\right)-\lambda v \mathcal{A}\right) \\
\mathcal{C} & :=\mathcal{B}^{-1} \mathcal{G}
\end{aligned}
$$

we can see that (125) still holds and we have to prove that $\|\mathcal{C}\| \leq 1$ like in the previous case. We notice that $\mathcal{B}$ and $\mathcal{G}$ have the same (full) set of eigenvectors, thus
the eigenvalues of $\mathcal{C}$ are the ratio of those for $\mathcal{G}$ and $\mathcal{B}$. In order to find conditions upon which $\|\mathcal{C}\| \leq 1$, we analyze the magnitude of the eigenvalues

$$
\frac{\left|1+\tau_{0}-\lambda v(1-z)\right|}{\left|1+\tau_{0}+\frac{D k}{h^{2}} 2(1-\cos (\phi))\right|}
$$

Since the denominator is real and bounded from below by $1+\tau_{0}$, Lemma 5.1 implies that the CFL condition (83) is sufficient for the above expression to be bounded by 1 , and hence for stability.

The arguments used to demonstrate $\|\mathcal{C}\| \leq 1$ are similar to those in von-Neumann Ansatz.
5.8.3. The MOL analysis for the cases $\Upsilon \neq 0, \Xi \neq 0, \Psi \neq 0$, which gives weak stability as long as (83) holds, is somewhat more involved, but eventually follows from Lemma 5.3.

We formulate the scheme (113) in the MOL framework as follows:

$$
\begin{aligned}
& \left(u_{n}-u_{n-1}\right)+\lambda v \mathcal{A} u_{n-1}+\frac{D k}{h^{2}} \mathcal{A}_{d} u_{n} \\
+ & \sum_{m=1}^{n} \tau_{n-m}\left(u_{m}-u_{m-1}\right)+\sum_{m=1}^{n} \lambda \xi_{n-m} \mathcal{A}\left(u_{m}-u_{m-1}\right)+\sum_{m=1}^{n} \frac{k}{h^{2}} \psi_{n-m} \mathcal{A}_{d}\left(u_{m}-u_{m-1}\right)=0 .
\end{aligned}
$$

We can rewrite the above equation to see

$$
\begin{align*}
\left(\left(1+\tau_{0}\right) \mathbf{I}+\frac{k}{h^{2}}(D+\right. & \left.\left.\psi_{0}\right) \mathcal{A}_{d}+\lambda \xi_{0} \mathcal{A}\right) u_{n}  \tag{133}\\
& =\left(\left(1+\tau_{0}\right) \mathbf{I}+\frac{k}{h^{2}} \psi_{0} \mathcal{A}_{d}-\lambda\left(v-\xi_{0}\right) \mathcal{A}\right) u_{n-1}+k \tilde{f}_{n}
\end{align*}
$$

with

$$
\begin{aligned}
& k \tilde{f}_{n}:=k f_{n}-\left(\tau_{1} \mathbf{I}+\frac{k}{h^{2}} \psi_{1} \mathcal{A}_{d}+\lambda \xi_{1} \mathcal{A}\right) u_{n-1} \\
& -\sum_{m=1}^{n-2}\left(\left(\tau_{n-m}-\tau_{n-m-1}\right) \mathbf{I}+\frac{k}{h^{2}}\left(\psi_{n-m}-\psi_{n-m-1}\right) \mathcal{A}_{d}+\lambda\left(\xi_{n-m}-\xi_{n-m-1}\right) \mathcal{A}\right) u_{m} \\
& \quad+\left(\tau_{n-1} \mathbf{I}+\frac{k}{h^{2}} \psi_{n-1} \mathcal{A}_{d}+\lambda \xi_{n-1} \mathcal{A}\right) u_{0}
\end{aligned}
$$

To put this in the form (125), we set

$$
\begin{aligned}
\mathcal{B} & :=\left(1+\tau_{0}\right) \mathbf{I}+\frac{k}{h^{2}}\left(D+\psi_{0}\right) \mathcal{A}_{d}+\lambda \xi_{0} \mathcal{A} \\
\mathcal{G} & :=\left(1+\tau_{0}\right) \mathbf{I}+\frac{k}{h^{2}} \psi_{0} \mathcal{A}_{d}-\lambda\left(v-\xi_{0}\right) \mathcal{A} \\
\mathcal{C} & :=\mathcal{B}^{-1} \mathcal{G}
\end{aligned}
$$

and

$$
\bar{f}_{n}:=\mathcal{B}^{-1} f_{n}
$$

If we assume $\xi_{0}=0$, it is easy to prove that $\|\mathcal{C}\| \leq 1 \mathrm{l}$ in a manner similar to what was done in Section 5.8.2. However, we need also to consider the norms of $\mathcal{B}^{-1} \mathcal{G}_{m}$, where $\mathcal{G}_{m}$ are the matrices appearing in the definition of $\tilde{f}_{n}$ such that

$$
k \tilde{f}_{n}:=k f_{n}-\mathcal{G}_{n-1} u_{n-1}-\sum_{m=1}^{n-2} \mathcal{G}_{m} u_{m}+\mathcal{G}_{0} u_{0}
$$

However, these norms are not bounded by 1 but rather by $1+C_{\Xi} k$, where $C_{\Xi}$ is a constant depending on $\Xi$. This can be seen in a similar way to the estimate (111).We proceed next to estimate the terms $\left\|\bar{f}_{n}\right\|$ in a similar manner to Lemma 5.3, with $\alpha_{m}$ including appropriate components involving $C_{\Xi}, \tau_{p}, \xi_{p}, \psi_{p}$ for appropriate $p$, in analogy with (132). Analysis for $\xi_{0} \neq 0$ will not be presented.

We summarize the results in the following theorem, which extends Theorem 5.1 to the nonhomogeneous case.

Theorem 5.2. Supposed that the same assumptions of Theorem 5.1 and an additional assumption (54) are satisfied. Then, the solutions to the upwind memory scheme (120), when extended to the inhomogeneous case, satisfy the weak stability bound

$$
\begin{equation*}
\left\|u_{n}\right\| \leq C\left(k \sum_{m=0}^{n}\left\|f_{m}\right\|+\left\|u_{0}\right\|\right) \tag{134}
\end{equation*}
$$

where $C$ is some constant only depending on $\Upsilon, \Xi, \Psi$, and the final time $T$.

## 6. Numerical Results

In this section, we present some numerical results to validate our upscaled solute transport model (17) in 2d space. For simulations of the micro-model, we used the first-order Godunov and cell-centered finite difference (CCFD) method combined with backward Euler discretization in time, see [3, 4]. These techniques are well known to be first order accurate in time and space. Our implementation in MATLAB is similar to that described in $[2,16]$. On the other hand, we implemented CCFD and a Locally Conservative Eulerian-Lagrangian Method (LCELM) [6, 5, 7] to discretize the systems (10) and (12), and the effective solute transport equation (17).

It is well known that advection-dominated PDEs present serious numerical difficulties due to the moving steep fronts present in the solutions of advection-diffusion transport PDEs or shock discontinuities in the solutions of pure hyperbolic PDEs. In response to this, a variety of numerical techniques have been introduced, with many classified as Eulerian-Lagrangian methods, in which an Eulerian finite difference or finite element treatment of diffusion is combined with a Lagrangian treatment of convection. LCELM is one that was especially designed to achieve local mass conservation. However, with the extra memory terms in our upscaled model, we observed from our simulation results that LCELM and CCFD yield almost identical results. Therefore, we neither describe the algorithms of LCELM nor present the results from $\underset{\widetilde{\Omega}}{ }$ CELM here.

Assume that $\widetilde{\Omega}=\left(0, L_{x}\right) \times\left(0, L_{y}\right)$. We introduce the grid for the CCFD for which we partition $\widetilde{\Omega}$ into a uniform rectangular cells as follows: Let $N_{x}>0$ and $N_{y}>0$ be integers and $\Delta x=L_{x} / N_{x}$ and $\Delta y=L_{y} / N_{y}$. Let $x_{i}=i \Delta x$ and $y_{j}=j \Delta y, i=0, \cdots, N_{x}, j=0, \cdots, N_{y}$ and define the cells to be the rectangles $K_{i j}=\left(x_{i-1}, x_{i}\right) \times\left(y_{j-1}, y_{j}\right), i=1, \cdots, N_{x}, j=1, \cdots, N_{y}$ with the centers $z_{i, j}=$ $\left(x_{i-1}+0.5 \Delta x, y_{j-1}+0.5 \Delta y\right)$. For the temporal discretization, we use $k$ to denote the time step, so $t^{n}=n k, n=1, \cdots, N_{t}$.

We want to compute an approximate solution $u_{i, j}^{n} \approx u\left(z_{i, j}, t^{n}\right), i=0, \cdots, N_{x}, j=$ $0, \cdots, N_{y}$ at each discrete time step $t^{n}, n=1, \cdots, N_{t}$.

For the spatial discretization, the diffusion terms, both primary and secondary, are approximated using the standard 5 point finite difference formula:

$$
\begin{aligned}
\left.\nabla \cdot(\mathbf{D} \nabla u)\right|_{\left(z_{i, j}, t^{n}\right)} \approx & \frac{1}{\Delta x}\left(D_{i+1 / 2, j} \frac{u_{i+1, j}^{n}-u_{i, j}^{n}}{\Delta x}-D_{i-1 / 2, j} \frac{u_{i, j}^{n}-u_{i-1, j}^{n}}{\Delta x}\right) \\
& +\frac{1}{\Delta y}\left(D_{i, j+1 / 2} \frac{u_{i, j+1}^{n}-u_{i, j}^{n}}{\Delta y}-D_{i, j-1 / 2} \frac{u_{i, j}^{n}-u_{i, j-1}^{n}}{\Delta y}\right)
\end{aligned}
$$

where the diffusion coefficients, $D_{i \pm 1 / 2, j}$ and $D_{i, j \pm 1 / 2}$, at the cell interfaces are given by the harmonic average of the adjacent cell-center diffusion coefficients. For example,

$$
\begin{equation*}
D_{i-1 / 2, j}=\left[\frac{1}{2}\left(\frac{1}{D_{i-1, j}}+\frac{1}{D_{i, j}}\right)\right]^{-1}, \quad D_{i, j-1 / 2}=\left[\frac{1}{2}\left(\frac{1}{D_{i, j-1}}+\frac{1}{D_{i, j}}\right)\right]^{-1} \tag{135}
\end{equation*}
$$

On the other hand, the advection terms are approximated using the upwind scheme and treated explicitly.

Now, we will describe how to approximate the memory (convolution) terms. Each convolution term in the upscaled model (17) is of the form

$$
\left(\mathcal{G} * \mathcal{L} u_{t}\right)(\mathbf{x}, t)=\int_{0}^{t} \mathcal{G}(t-s) \mathcal{L} u_{t}(\mathbf{x}, s) d s, \mathbf{x} \in \widetilde{\Omega}, t \in I=(0, T]
$$

where $\mathcal{G}=\Upsilon, \Xi$, or $\Psi$ and $\mathcal{L}$ is one of the identity, diffusion, or advection operators. We use an appropriately modified version of the product integration rule (61) for each convolution term:

$$
\begin{equation*}
\left(\mathcal{G} * \mathcal{L} u_{t}\right)\left(z_{i, j}, t^{n}\right) \approx \sum_{m=1}^{n} \frac{\mathcal{L}_{h} u_{i, j}^{m}-\mathcal{L}_{h} u_{i, j}^{m-1}}{m} g_{n-m} \tag{136}
\end{equation*}
$$

where $\mathcal{L}_{h}$ is a discrete operator corresponding to $\mathcal{L}$ and $g=\tau, \xi$, or $\psi$. More specifically, if $\mathcal{L}$ is a diffusion operator, $\mathcal{L}_{h}$ is the standard 5 -point finite difference scheme and if $\mathcal{L}$ is an advection operator, $\mathcal{L}_{h}$ is the upwind finite difference scheme.

For our simulations, we used a rectangular domain $\Omega$ of size $40 \times 10 \mathrm{~cm}^{2}$. Let the generic cell $\Omega_{0}$ be a square of size $l \times l$, and $\Omega_{0 s}$, centered inside $\Omega_{0}$, be a square of size $(l-\delta) \times(l-\delta)$. Therefore, the fast flow part $\Omega_{0 f}$ has uniform thickness around $\Omega_{0 s}$. An example computational domain with 8 by 2 matrix blocks is depicted in Fig 2.

The fast flow region, $\Omega_{f}$, and the slow flow region, $\Omega_{s}$, have the same porosity of $\phi_{f}=\phi_{s}=0.42$. Here, we consider three different regimes of flow and transport depending on the ratio $\mathbf{K}_{\text {ratio }}=\mathbf{K}_{f} / \mathbf{K}_{s}: \mathbf{K}_{\text {ratio }}=6,300,1800$. We assume that the permeability $\mathbf{K}_{f}$ is isotropic and $\mathbf{K}_{f}=9.647 \mathrm{~cm} / \mathrm{min}$. We also assume that the medium is initially fully concentrated with the solute, 1.e. $u^{*}(\mathbf{x}, 0)=1, \mathbf{x} \in \Omega$ and clear fluid is pumped $\mathbf{v}_{f} \cdot \mathbf{n}=-v_{l}=-3.4 \cdot 10^{-4}[\mathrm{~cm} / \mathrm{min}]$ along the left boundary


Figure 2. Computational domain $\Omega$ with 8 by 2 matrix blocks.


Table 1. Simulation parameters
and $\mathbf{v}_{f} \cdot \mathbf{n}=v_{r}=3.4 \cdot 10^{-4}[\mathrm{~cm} / \mathrm{min}]$ along the right boundary of the medium. Our simulation parameters are summarized in Table 1.

In our simulation, we approximate the effective permeability $\mathbf{K}^{*}$ with simple formula used by Arbogast [1], which is averaging the microscopic permeability harmonically in the direction of flow and arithmetically in the transverse direction. In our problem, the effective permeability can be approximated by $\mathbf{K}^{*}=\frac{\delta}{l} \cdot \mathbf{K}_{f}$. The effective diffusion/dispersion tensor is computed in the same way, i.e. $\mathbf{D}^{*}=$ $\frac{\delta}{l} \cdot \mathbf{D}\left(\mathbf{v}^{*}\right)$. Due to the boundary conditions for $\mathbf{v}_{f}$, our effective flow problem (9) becomes an 1-D problem which yields $\overline{\mathbf{v}^{*}}=\left(v_{l}, 0\right)=\left(3.4 \cdot 10^{-4}, 0\right)$. Then, $\mathbf{v}^{*}=\left(v_{l} \mathbf{K}^{*} /\left(\mathbf{K}^{*}+\theta_{s} \mathbf{K}_{s}\right), 0\right)$ and $\mathbf{v}_{i}^{*}=\left(v_{l} \mathbf{K}_{s} /\left(\mathbf{K}^{*}+\theta_{s} \mathbf{K}_{s}\right), 0\right)$ follow from (8) and (9).

First, in order to validate our upscaled model, we compare breakthrough curves produced by the microscopic model (1) and (2) and the ones produced by our upscaled model (9) and (17). The breakthrough curves are measured at the outlet (right side) of the medium with $8 \times 2$ blocks $(l=5.0)$ and $16 \times 4$ blocks $(l=2.5)$. The upscaled model was solved as described earlier in this section and the microscopic model was solved by the cell-centered finite difference (CCFD) method.

Figure 3 depicts the comparison of breakthrough curves between the microscopic and upscaled models for various flow regimes on both linear scale (left column) and log-log scale (right column) when the domain has 8 by 2 matrix blocks. We observe that the breakthrough curves of the microscopic simulations using CCFD (blue solid lines) show a good match with that of the upscaled model (red dashed lines) throughout the whole range of $\mathbf{K}_{\text {ratio }}$ values. Moreover, breakthrough curves from different permeability heterogeneity display different tailing behaviors. No significant tailing occurs in the low contrast case $\left(\mathbf{K}_{\text {ratio }}=6\right)$. In the high contrast case $\left(\mathbf{K}_{\text {ratio }}=1800\right)$, the tailing is long-term and diffusion driven, while the intermediate contrast case $\left(\mathbf{K}_{\text {ratio }}=300\right)$ shows a flatter early part of tails which are primarily advective. These phenomena coincide with the observation made in lab experiments [21].

We also did the same comparison study when the domain has 16 by 4 blocks and the results are shown in Figure 4. We observe a better match between the two models when there are more matrix blocks. On the other hand, the tails in the intermediate and high contrast cases look qualitatively different from the previous case of 8 by 2 blocks.

Next, we compare the solution (concentration profile) of the microscopic model (left column) and the upscaled model (right column) at time $T=500$ for the domain with 8 by 2 matrix blocks in Figure 5. The heterogeneous structure of $\Omega$


Figure 3. Breakthrough curves from the microscopic and upscaled models on linear (left column) and log-log scale (right column) when the domain has 8 by 2 matrix blocks. The low, intermediate, and high contrast cases $\left(\mathbf{K}_{\text {ratio }}=6,300,1800\right.$, respectively) from top to bottom.
is apparent from the behavior of the microscopic model solution, which has a large concentration gradient on the matrix boundaries.
For a better comparison of the two models, Figure 6 illustrates cross-sections of the microscopic and upscaled models along the lines $y=2.5$ (along the center of matrix blocks) and $y=5$ (along the fracture) for the 8 by 2 matrix block case and along the lines $y=1.25$ and $y=2.5$ for the 16 by 4 matrix block case.
In order to examine the quantitative significance of each memory term in different regimes of flow and transport, we compare three different models; the traditional double porosity model, the model which includes the secondary diffusion term, $\nabla \cdot\left(\Psi * \nabla \frac{\partial u^{*}}{\partial t}\right)$, along with the double porosity term, $\mathcal{T}^{00} * \frac{\partial u^{*}}{\partial t}$, and the full model which includes all memory terms. In Figure 7, we depict the result for various permeability heterogeneity, $\mathbf{K}_{\text {ratio }}=6,300,1800$. Across the whole range of $\mathbf{K}_{\text {ratio }}$


Figure 4. Breakthrough curves from the microscopic and upscaled models on linear (left column) and log-log scale (right column) when the domain has 16 by 4 matrix blocks. The low, intermediate, and high contrast cases $\left(\mathbf{K}_{\text {ratio }}=6,300,1800\right.$, respectively) are given from top to bottom.
values, the secondary diffusion term is almost negligible. On the other hand, while the secondary advection term, $\Xi * \nabla \frac{\partial c^{*}}{\partial t}$, is insignificant for the intermediate and high contrast cases $\left(\mathbf{K}_{\text {ratio }}=300,1800\right)$, it plays an important role for the low contrast case $\left(K_{\text {ratio }}=6\right)$. Therefore, the traditional double-porosity model yields fairly good results for the intermediate and high contrast cases. However, in the low contrast cases, we need more memory terms to capture the dynamic in the breakthrough curves.
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