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Abstract
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possible, please provide us with an informative abstract.

This chapter summarizes several theoretical studies on the potential for oscillatory behavior of HIV infection
at molecular and cellular levels. It discusses the biological relevance of oscillatory systems in the HIV life
cycle and touches upon broader perspectives for further theoretical and experimental exploration of system
dynamics. The potential interference of HIV oscillatory dynamics at different multiscale levels as well as
interaction and coevolution with the complex host immune system is also discussed.
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Core Message

Nonlinear dynamics and inherently multiscale properties of the HIV-host system impede our ability to
effectively intervene in the disease process. Bursty or oscillatory behavior of the virus along with its other
strategies to avoid elimination by the host immune system has significant implications for diagnosis and control
of infection. Mathematical modeling of HIV-host multiscale interactions and dynamics offers an opportunity to
coherently integrate available experimental data, reveal nontrivial emergent properties of the system, and
systematically explore optimal intervention strategies.

34.1. Introduction

The life cycle of human immunodeficiency virus type 1 (HIV-1) is complex and inherently multiscale [1, 2]. The
virus has developed various strategies to avoid elimination by the host immune system [3, 4, 5, 6]. These
strategies result in intricate dynamical behaviors of the host-virus system. HIV-1 exploits the host organism at
multiple levels during the course of infection. In this chapter, we discuss two levels of host-virus dynamical
interactions. Namely, we consider the within-host organism and the within-host target cell (e.g., T cells or
macrophages) HIV dynamics (Fig. 34.1). Within-host organism HIV dynamics represents the host-virus
interaction at the cell population level (Fig. 34.1A), whereas within-host target cell HIV dynamics represents the
host-virus interaction at the intracellular level (Fig. 34.1B). These two scales of host-virus interactions are
tightly interlinked and shape the overall dynamical properties of the host-virus system.

Fig. 34.1

Schematic representation of the link between the within-host organism and within-host target cell HIV
dynamics. (4) The within-host organism HIV dynamics is considered at the cell population level. (B) The
within-host target cell HIV dynamics is considered at the intracellular level. Uninfected target cells (e.g., T
cells or macrophages) can be infected by viruses and converted to latently or productively infected target
cells. HIV dynamics at both scales are intertwined and interdependent
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The host-HIV interaction at the cell population level can be viewed and modeled as a collection of different
target cell types with different properties (e.g., half-lives, probabilities of being infected), which can be infected
by HIV and converted to infected cells also with different properties (e.g., latently or productively infected) [7].
The host-HIV interaction models at the cell population level can be used to systematically analyze the rates of
HIV infection and replication, the rate of HIV particle clearance, and different properties of infected cells [7, 8,
9] and to explore intervention strategies and appearance of drug-resistant virus populations [10, 11].

The host-HIV interaction at the intracellular level can be viewed and modeled as a system of interacting host
and HIV molecular components within the target cell [12, 13, 14, 15, 16, 17]. The intracellular host-HIV
interaction models can be used for systematic analysis of the transient properties of the viral replication
processes, such as, reverse transcription, integration of proviral DNA into the host genome, transcription, RNA
maturation and transport from the nucleus to the cytoplasm, synthesis and transport of viral proteins to the cell
membrane, and viral particle assembly. There are multiple nonlinear molecular mechanisms of intracellular HIV-
1 replication. One such mechanism is positive regulation of virus replication by Tat protein via the
antitermination of genomic RNA transcription on the trans-activation response (TAR) element of the proviral
DNA (Fig. 34.2). Another mechanism is based on interference with the splicing of full-length (9 kb) RNA and
incompletely spliced (4 kb) RNA molecules through their active transport from the nucleus to the cytoplasm
[18]. The Tat and Rev proteins are synthesized by infected cells at early stages of HIV-1 ontogenesis. Their
mRNAs are fully spliced (2 kb) RNAs [19] and can be transported into the cytoplasm without delay by RNA
transport machinery [18]. The production of the Tat protein leads to an augmentation of full-length genomic
RNA transcription by at least 25- to 100-fold [20, 21, 22, 23, 24, 25]. This full-length HIV-1 genomic RNA
encodes Gag and Gag-Pol proteins, which are essential for the formation of virus particles in the cytoplasm [26].
Since there are no molecular mechanisms of nuclear-cytoplasmic transport of intron-containing RNA in the cells
of higher organisms, the export of intron-containing RNA to the cytoplasm is mediated by HIV-1 Rev proteins
(Fig. 34.2). The Rev protein contains a nuclear localization sequence (NLS) and a nuclear export sequence
(NES), which control the shuttling of Rev between the nucleus and cytoplasm [27, 28]. Its appearance in the
nucleus followed by an interaction with the Rev response element (RRE) leads to the assembly of a high-affinity
complex on unspliced (9 kb) or incompletely spliced (4 kb) viral mRNA [29] and the export of the above classes
of the viral mRNAs out of the nucleus. This results in a downregulation of the generation of the completely
spliced mRNAs and, therefore, the overall synthesis of the Rev and Tat proteins [30].

Fig. 34.2

http://eproofing.springer.com/books/printpage.php?token=eXkRIGh2yhhsXcC EAKP3QwPn3os-TgKhXsOHK7ChyD4 3/28




7/5/2017 e.Proofing | Springer
Schematic representation of the regulation of HIV-1 replication by Tat and Rev, dotted arrows represent a

positive regulation. Dotted oval arrow represents a negative regulation. The description of the numbered
processes is presented in the text (Modified from Likhoshvai et al. [17])
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34.2. Network Motifs for Oscillatory Behavior of Within-Host
Organism and Within-Host Target Cell HIV Dynamical Systems

There are positive and negative feedback loops in the within-host organism and within-host target cell HIV
dynamical systems (Fig. 34.3). At the cell population level, HIV-1 enhances its viral titer by infecting the target
cells and converting them into productively infected cells. At the same time, HIV is actively reducing the
number of uninfected target cells that can be viewed as an indirect negative feedback regulation (Fig. 34.3a). At
the intracellular level, the positive feedback loops are dictated by the self-replicating molecular mechanisms of
the virus [31]. One of the positive feedback loops is the transcriptional activation of HIV-1 components
including Tat-encoding mRNA by Tat through TAR element. There is also a negative feedback regulation of Tat
and Rev mRNA synthesis by Rev (Figs. 34.2 and 34.3b). Moreover, the negative feedback loop in this system is
reinforced by the negative regulation of tat mRNA synthesis in the nucleus by the Tat protein through inhibition
of splicing 9 kb and 4 kb RNAs to 2 kb mRNAs encoding Tat as well as by the positive regulation of the Tat
protein degradation in the cytoplasm by Rev and the HIV nucleocapsid protein (NC) [32, 33, 34]. NC is
translated from the full-length viral genomic RNA as a part of the Gag polyprotein and subsequently processed
by a viral protease.

Fig. 34.3

Positive and negative feedback loops in the within-host organism (a) and within-host target cell (b) HIV
dynamical systems. Red solid and dashed arrows represent direct and indirect, respectively, positive
regulation. Blue oval dashed arrows represent indirect negative regulation
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It is known that molecular regulatory systems with negative feedback loops or network architectures comprising
linked positive and negative feedback loops can potentially have an oscillatory behavior or a limit cycle [35, 36,
37, 38, 39]. There are multiple theoretical studies of both natural and synthetic gene regulatory networks that
demonstrate an important role for negative feedback loops in the oscillatory behavior of the system [40, 41, 42,
43, 44]. Examples of such systems include oscillation of NF-kB protein in the immune response [45, 46, 47], the
oscillatory behavior of Hes1 and Hes7 proteins and their regulation of the formation of somites in developing
vertebrate embryos [48, 49], and the oscillation of p53 and its regulation of apoptosis [S0]. Thus, the regulatory
program of HIV-1 ontogenesis has all of the prerequisites for oscillatory regimes in the production of viral
particles at both the cell population and intracellular scales. In this chapter we will briefly review mathematical
models of the within-host organism and within-host target cell HIV dynamical systems and describe theoretical
results that support the existence of oscillatory dynamics of HIV-1 at both scales.

34.3. Sustained Oscillations in the Basic Within-Host Organism HIV
Model

One of the early within-host organism models, known as the standard model, was used by Perelson and Nelson
[51] and by Nowak and May [52] to model HIV. It was successful in numerically reproducing of early stages of
the HIV lifecycle in its target, the CD4+ T cells, following an infection event. The global behavior of the
standard model was first investigated analytically in [53] and will be reviewed here. The global stability of a
disease steady state was proved under certain conditions, using powerful second compound matrix methods
developed by Muldowney [54] and by Li and Muldowney [55]. It also established the possibility of sustained
oscillations in particular regions of the parameter space.

After HIV enters its target, a 7 cell, it makes a DNA copy of its viral RNA. The viral DNA is then inserted into
the DNA of the 7 cell, which will henceforth produce viral particles that can bud off the cell to infect other
uninfected 7 cells. A concise summary in chemical reaction notation of these processes is

T+V T = NT

where N is the expected number of viral particles that bud off an infected T cell over its lifetime. These
mathematical models assume mass action kinetics for both of the reactions above.

The standard model has three state variables: 7, the concentration of uninfected 7 cells; T%*, the concentration of

productively infected 7 cells; and V, the concentration of free virus particles in the blood. The interaction
between these cells and virus particles is then given by the following equations [51, 52, 53]:

T = f(T) — kVT 34.1
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T* = kVT — BT 4o

V = NBT* — 4V — kVT 343

The functional form of f'is defined differently by different authors:
1. Perelson and Nelson [51] take

F(T) = £,(T) = 6 — aT + pT (1 - TZ) .

2. Nowak and May [52] use AT) =f,(T) =6 — aT.

The parameters a, 8,y , J, k, N, p, and T, are positive and have the following interpretation:

1. a, p, and y are death rates for uninfected 7 cells, infected 7T cells, and virus particles, respectively.
2. k1is the contact rate between uninfected 7 cells and virus particles.

3. o represents a constant production of 7 cells in the thymus.

4. N is the average number of virus particles produced by an infected 7 cell during its lifetime.

5. Inthe case /= f,, healthy T-cell proliferation is neglected, and only the thymus serves as a source of
newly produced healthy T cells. In the case /= f|, healthy T cells are assumed to proliferate logistically.
The parameters p and T, are the growth rate and carrying capacity, respectively, associated with a
logistic growth of uninfected 7 cells in the absence of virus particles, infected 7 cells, and other sources
such as the thymus. This logistic proliferation is a simplification of the more biologically realistic term

pT (1 — ?T* ) , and a model that includes this term instead has since been considered in [56].

max

Another simplification is that logistic proliferation of the infected 7 cells has been neglected, but this
has also been considered since then, namely, in [57].

The simplifications regarding 7-cell proliferation have important mathematical consequences, because the
resulting system turned out to be a three-dimensional competitive system [58], which opened up a whole arsenal
of tools to analyze the model [53].

The model always has a disease-free steady state £, = (T}, 0, 0), where 7}, is the positive root of the function f,
i.e., f{T,)) = 0. There may be a second, chronic disease steady state F, = (Te,,T.",, V.), if and only if the value
of the basic reproduction number

ENT),
Ry = ———
0 v+ kT)

is larger than 1.
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If Ry> 1, then E is unstable, and Smith and De Leenheer [53] provide conditions under which E| is globally
stable.

However, when f= f, there exist regions in parameter space (e.g., when kT'and p are sufficiently large, see
[53]), where E_ is unstable with a two-dimensional unstable manifold (caused by the linearization having a pair
of imaginary eigenvalues with positive real part), and a one-dimensional stable manifold (by the linearization
having a real, negative eigenvalue). In this case, there exists at least one orbitally asymptotically stable periodic
orbit. Every solution, except those with initial data on the one-dimensional stable manifold of £, or on the
invariant 7-axis, converges to a nontrivial periodic orbit. In other words, in this case, the model exhibits
sustained oscillations (Fig. 34.4).

Fig. 34.4

Periodic solution for the basic within-host organism HIV model (f = f;). Parameters: = 5 day ! mm3,

o=003day ', p=3day |, T =1700 mm >, f =02 day !, y = 3.0 day !, k = 0.003 mm 3 day !, and
N =9. T is the level of uninfected T cells; 7* is the level of productively infected 7 cells; and V' is the level of
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34.3.1. Comments on R,

The above formula for R is obtained following the procedure outlined in [59]. In fact, technically speaking that
procedure would yield the square root of the expression given above. However, since R, is used to determine the
local stability or instability of the disease-free steady state (stable if R, < 1 and unstable if R, > 1), it does not
matter whether the square root is applied or not. Similar comments explain the difference between R, given
above and the formula for R given in [53]; the latter was derived before the now accepted procedure in [59] was
known to the authors of [53].
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34.4. Sustained Oscillations of the Within-Host Target Cell HIV
Model: The Tat-Rev-Mediated Regulation of HIV-1 Replication

Here we review a mathematical model for Tat-Rev-mediated regulation of HIV-1 replication. This model was
originally developed and used to examine the dynamics of the accumulation of Tat and Rev proteins and the
viral RNA in an infected macrophage, that is, persistently producing the virus particles [17]. In this model, two
specific hypotheses on the recycling (nuclear import/export cycle) of the HIV-1 Rev protein were considered.
The first hypothesis is that Rev is released from the export complex and binds to importin-f in the cytoplasm
[18]. The second hypothesis is that Rev returns into the nucleus directly at the nuclear pore complex without the
export of Rev to the cytoplasm [60, 61]. The mathematical model was calibrated using published experimental
data. It predicts the existence of oscillatory dynamics which depends on the efficacy of the interaction between
the Tat protein and TAR and on the transport kinetics regulated by the Rev protein [17]. Below, we describe the
formal representation of this model.

34.4.1. A Mathematical Model of the Tat-Rev-Mediated Regulation of HIV-1
Replication

The mathematical model of the Tat-Rev-mediated regulation of the intracellular HIV-1 replication is specified
using the biochemical systems formalism [62]. Two elementary types of reactions, bimolecular and
monomolecular, are considered. Below we discuss some standard notation to represent the chemical reactions. A
bimolecular reaction can be formally presented as follows:

A+ B+ C:ky, ke 34.4

where 4, B, and C are concentrations of reactants in the reaction; k, and k, are rate constants of the forward and
reverse reactions, respectively. According to the law of mass action, the system of ordinary differential equations
(ODEs) corresponding to bimolecular reaction (34.4) can be written as follows:

dA(t) dB(t)  dC(t) 34.5
— = =~ = —hiA()B(Y) + k1C(t)

These equations describe the local rates of changes in concentrations of reactants 4, B, and C in a fixed volume.

A monomolecular reaction can be formally presented as follows:
[a] A — [b1] B1+ -+ [bn] Bn : k 34.6

where 4 and B, are concentrations of the reaction reactant and products, respectively; & is the reaction rate
constant; @ and b, are the stoichiometric coefficients. The system of ordinary differential equations (ODEs)
corresponding to monomolecular reaction (34.6) can be written as follows:

dA(t)
dt

dB;(t .
dt() — bkA(t), i=1,....n 347

= —akA(t),

The system (34.4) determines the local rates of changes in concentrations for reaction reactants in a fixed
volume. To simplify the notation of monomolecular reactions, we will omit the stoichiometric coefficient of 1.
The value of a = 0 corresponds to a reaction, where reactant A4 plays a role of an infinite resource for the reaction
products.

34.4.2. Elementary Subsystems of the Tat-Rev Model
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The mathematical model of a Tat-Rev-mediated regulatory network of HIV-1 replication consists of the
following 14 elementary subsystems (Fig. 34.2):

1. The initiation of transcription from the HIV-1 proviral long terminal repeat (LTR) promoter, LTRPyyyy4,
leading to formation of the elongation complex RNAPII},  that is prone to termination at a TAR
element is formally presented as follows:

[0] LTRPuvi — RNAPIITAR : ktranscr,iniprov

where k., . i 18 the rate constant of the transcription initiation, and proV is the number of proviral DNA

genomes in the cell.

2. The passage of TAR element by RNA polymerase II (RNAPII). It is assumed that RNAPII is terminated
at the TAR element and forms short RNAs microRNA with probability 4. Thus, the termination of
RNAPII transcription at the TAR element is avoided, and the elongation complex RNAPIIpNaypit, 1

formed with probability (1— A). This process can be formally presented as follows:

RNAPIITAR — [1 — )\] RNAPIIDNAunit1 + [)\] microRNA : kdelay

where kdelay is the rate constant for the RNAPII exit from the pausing site at the TAR element.

3. The Tat-dependent antitermination of transcription at the TAR element is described using the following
two reactions:

RNAPIItpog + Tatpue <> Tatpag : kassoc,TatTARy kdissoc,TatTAR

TatTAR — R/N.AP)IIDNAunlt1 + Tatnuc . kantiterm

The first reaction describes the interaction of the complex RNAPIL,  at the TAR element with the nuclear
fraction of the Tat protein Tat resulting in the formation of a Taty,; complex. The second reaction describes
Tat-dependent antitermination leading to the formation of the elongation complex, RNAPIIpNaypit, > and the
release of the Tat protein. kassoc,Tats; a0d Edissoc,Taty,, are the rate constants for the association and
dissociation of Tat protein with the TAR element, respectively; &, .. 18 the rate constant of transcriptional
antitermination by the Tat protein at the TAR element.

4. To model a delay in the synthesis of 9 kb RNAs, a chain of npy i Feactions was introduced to
formally present transcription elongation from the TAR element to the transcription terminator site. This
process can be written as follows:

RNAPIIDNAuniti — RNAPIIDNAunitiH ¢ Ktranscrelongis ¢ = 1, ..., MDNAunit

where RNAPIIpna i, 18 the level of elongating complexes at the i-th segment of the proviral DNA; &,

transcr ,

clong , i is the transcription elongation rate constant at the i-th segment. It is assumed that the lengths of the

segments and the transcription rates are the same.

5. The transcription termination finalizing the elongation of the last (np\ i T1)-th segment of the
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proviral DNA and the release of the precursor molecule of the nuclear 9 kb RNA, pre9kbRNA
formally presented as follows:

tlLIC’

RNAPIIDNAunit"DNAumt s pregkbRNAnuC : ktranscr,term

Where ktranscr term

6. The maturation of the 9 kb mRNA primary transcript into the mature 9 kb mRNA form, 9kbRNA
modeled as follows:

is the transcription termination rate constant of the nuclear 9 kb RNA.

nuc’

pregkbRNA — 9kbRNA . : kmodif

nuc

where K o

7. The splicing of the 9 kb RNA leading to the formation of 4 kb RNA, 4kbRNA
represented by:

¢ 1s the rate constant of the primary 9 kb RNA maturation process.

ue 1N the nucleus is

9kbRNA huc — 4kbRNA e © Esplicing,94

where k splicing , 94 is the rate constant for the splicing of 9 kb to 4 kb mRNAs.

8. The alternative splicing of 9 kb and 4 kb RNAs to 2 kb mRNAs, which encode Tat, 2kbRNA
Rev, 2kbRNA ., proteins, is described as follows:

and

l’lUC’

zkbRNAp . — [5x,Tat] 21{b:|~:u\LAT:<Lt',,nuc + [533,Rev] 2kbRNARev,nuc : ksplicing,xZ, T c {9, 4}

where kspllCl 2 1s the rate constant for the splicing of 9 kb and 4 kb to 2 kb mRNAs; J, p,,and d, ., are the
fractions of 2g kb RNAs, 2kbRNAT, . and 2kbRNAp . ., respectively, produced by the alternative splicing
of 9 kb and 4 kb mRNAs.

9. The transport of 2 kb mRNAs into the cytoplasm is described as follows:

2kbRNAX’nuc — 2kbRNAX7cyt : ktransport,2kbRNAX7 X e {Tat, Rev}

where 2kbRNA oyt is the concentration of 2 kb mRNAs encoding Tat and Rev in the cytoplasm,;

Etransport 2kbRNA, 18 the rate constant of the nuclear export of 2 kb RNAs of the Tat and Rev proteins.

10. The synthesis of Tat and Rev proteins in the cytoplasm is described as a chain of reactions considering
the initiation, elongation, and termination of the translation:

[0] 2kbRNAX,cyt — 2kbRNAX,transl7elongi : ktransl,ini,X

2]-{}:):I-:{]-\IAX,transl — 2kb:RN-AX,‘cranslﬁlOnng . ktransl,elongiy 1= ]-, ..oy, nXx,

selong;
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2kbl{1\LAX,tmnsl731011an4r1 — PIO'GXWt : ktransl,term,nXJrl; X e {Tat, Rev}

where k., ini, x 18 the rate constant of translation initiation; Ktransl,clong, 18 the rate constant of translation
elongation for the i-th segment, and Ktransl term,ny+1 18 the rate constant of translation termination for the

(n,+1)-th segment. The first reaction describes the initiation of the translation of Tat and Rev proteins in the
cytoplasm resulting in the formation of the elongation complex 2kbRNA x transi . The next ny reactions

,elongy

describe the translation elongation for Tat and Rev proteins. The reaction chains were used to reproduce a delay
in the synthesis of Tat and Rev. The set 2kbRNA x trans characterizes the number of elongation complexes

on the i-th segment of the viral mRNAs. The last reaction describes the translation termination associated with
the formation of Tat and Rev. prot, oyt denotes the amount of Tat and Rev proteins in the cytoplasm.

,elong;

11. The transport of Tat and Rev proteins from the cytoplasm to the nucleus is modeled by the equation:

prOtX,cyt — PI'OtX,nuC : ktransport,protX,X € {Tat, Rev}
where proty . is the abundance of Tat and Rev in the nucleus, and Etransport,prot,, 18 the protein-specific rate
constant for the transport of Tat and Rev from the cytoplasm to the nucleus.

12. The formation of the complexes of the Rev proteins with 9 kb and 4 kb RNAs is described as a
sequence of ny ., reactions resulting in the production of np . -th complex. It is assumed that the
complexes of Rev with 9 kb and 4 kb RNAs can take place both in the nucleus and the cytoplasm. The
corresponding set of equations reads:

mkbRNAy + prOtRevy H ReV1 xkbRNAy . kaSSOC,ReV1Xy7 kdissoc,Reley
ReVz xkbRNAy + prOtRevy S ReVZ+1 mkbRNAy . ka,ssoc7Revi+1Xy, kdissoc’Revi+1Xy

i=1,...,nRev — L,z € {9,4},y € {nuc, cyt}

where Rev xkbRNA is the level of complexes containing i molecules of the Rev proteins with either 4 kb or
9 kb RNAs in the nucleus or in the cytoplasm, respectively; Kassoc,Rev,,, X, and Kgissoc,Rev, x, are the

association and dissociation rate constants, respectively, for the binding of Rev to 4 kb or 9 kb RNAs at the
stage of the (i + 1)-meric complex formation in the nucleus or the cytoplasm.

13. The Rev-dependent transport of 9 kb and 4 kb RNAs from the nucleus (RevxkbRNA ) to the
cytoplasm (xkbRNACyt) followed by the release of the Rev protein in the nucleus (at the nuclear pore)
and in the cytoplasm is described as follows:

Rev; zkbRNA e — xkbRNAyt + [;] protge, —+ [P — ] Protgey, . : Etransport, X i

i=1,...,nRevz — 1, x € {9,4}

where ktransport .. 1s the rate constant of the nuclear export of the i-meric complex of Rev with 9 kb or 4 kb
RNAs; y; is the fraction of Rev proteins released from the i-meric complex at the nuclear pore; (i —y,) is the
fraction of Rev proteins released from the i-meric complex in the cytoplasm.
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14. The degradation of the 9 kb, 4 kb, and 2 kb RNAs in the nucleus and the cytoplasm is described by the
following first-order reactions:

zkbRNAy — & : KgegrakbRNA,
2KbRNA, — @ : Kogr 2kbRNA,
Rev;zkbRNAy — [v;] protge,,  : Kdegr,Rev,ekbRNA,
proty — & : kdegr,proty,

i=1,...,nRevz — 1, z € {9,4},X € {Tat,Rev},y € {nuc,cyt}

where Kgegr sxbrNa, 18 the 9 kb and 4 kb RNA degradation rate constants in the nucleus and the cytoplasm;
Kdegr,prot , are rate constants of the specific degradation of the Tat and Rev proteins; and kgeg; Rev,2kbRNA, ar€

degradation rate constants for 9 kb and 4 kb RNAs in the i-meric complex with the Rev protein in the nucleus
and cytoplasm.

Model parameters were directly estimated from the published experimental data or indirectly from physical and

chemical properties of the model processes and components (Table 34.1). Below we present some of those
estimates.

Table 34.1

Model parameter used for numerical simulations of the Tat-Rev-mediated regulation of HIV-1 replication

Subsystem Parameter notation Units Reference Reference
number value
0.25 (for
nonactivated
Transcription cell)
kanser  ini initiation/(min [63, 64]
1 ’ genome) 25 (for
activated
cell)
LTRPyyy; Elements/nucleus 1 Assigned
) Kaclay 1/min 1 Assigned
A 0.99 Estimated
kassoc,TatT AR ili?glentS/(nu(:leus 0.0017
[65]
3 kdissoc,TatT AR 1/min 1
kyntiterm 1/min 60 Assigned

http://eproofing.springer.com/books/printpage.php?token=eXkRIGh2yhhsXcC EAKP3QwPn3os-TgKhXsOHK7ChyD4 12/28



7/5/2017

e.Proofing | Springer

Subsystem
number

10

11

12

13

12,13
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Parameter notation

i=1,..,

ktranscr ,elong,i>
DN Aunit

DN Aunit

k

transcr , term

k

‘modif

ksplicing , 94

ksplicing , 42

ksp]icing , 92
99, Tat =04 , Tat

59 N ReV:54 , Rev

ktransport,2kbRNA X
X € {Tat, Rev}
ky X € {Tat, Rev}

ransl , ini , X »

ktransl,elongi 3 Xe {Tat, Rev}

ktransl,term,nX +1,

X € {Tat, Rev}

ny, X € {Tat, Rev}

ktransport,protxy X e {Tat, Rev}

kassoc,Rev 1Xnue?

i=1,...,n0p,—1,x€1{9, 4}

kassoc,Rele eyt ?

i=1,..,n0gey—1,x€ {9, 4}

kdissoc,Rele nuc?

i=1,..,np,—1,x€1{9,4}

kdissoc,Rele eyt ?

i=1,...,np,—1,x€1{9, 4}

k. X€E {9, 4}

ransport , x , 1 »

lFtransport,X , Db

i=2, ... ,nReV’x—l,xE {9,
4}

yi,si=1, cors MRey . X

NRey . x X € {9, 4}

‘ Units

1/min

Dimensionless
1/min
1/min
1/min
1/min
1/min
Dimensionless

Dimensionless

1/min

1/min

1/min

1/min

Dimensionless

1/min

Copy/(nucleus
min)

1/min

1/min

1/min

Dimensionless

Dimensionless

Reference
value

5.33

20

60

60

0.0415

0.0415

0.0207

0.115

0.115

0.0767

10

18

60

20

0.347

0.59

8.4

0.0767

12

12

Reference

Derived

Assigned
Assigned

Assigned

[66, 67, 68]

Assigned

Estimated from [69]

[28]

Assigned

Derived

Assigned

Assigned

[70]

[29]

[71]

[28]

Quantified following the
recycling in the nuclear pore
hypothesis

[29, 72, 73]
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Subsystem Parameter notation Units Reference Reference
number value
Kdegr,zkbRNA,, >
X € {Tat, Rev} , y € {nuc, cyt}
Raegaibrna,,y € {muc,eyth gy 0.0029 [74]
14 Kdegr Rev,zkbRNA,,
l:1 9 e ,nReV,x_l,
x € {9, 4} , y € {nuc, cyt}
Kdegrprot, , X € {Tat,Rev}  1/min 0.000722
[75]
Kaegrproty, X € {Tat,Rev}  1/min 0.00289
Figanser , elong Nucleotides/min 2400 [66, 76]
Auxiliary Tiransl , elong Nucleotides/min 1800 [77]
PArameters gl bRNA, . Nucl 9000
[19]
2kbRNA,,. Nucl 2000

Modified from Likhoshvai et al. [17]

Transcription

The transcription elongation rate in eukaryotic cells ranges from 25 to 60 nucleotides/s [66, 76, 78]. A similar
estimate for HIV-1 (~33 nucleotides/s) was obtained using a reporter construct integrated at specific
transcription site of the viral genome [79, 80]. The basal transcription rate starting from the HIV-1 promoter in
nonactivated cells is assumed to be ~40 nucleotides/s, whereas transcription initiation is assumed to be ~0.25
events/min.

The exit rate of RNAPII from the transcription elongation pausing state is formally quantified by the parameter
K delay- The value of this parameter is estimated to be 1/min assuming that the duration of pausing is ~1 min.
Pausing time is assumed to be longer than the time of the transcription through the TAR element by RNAPII
without pausing, which ranges from 1 to 2 s. The later estimate results from the base length of the TAR element
being 59 nucleotides and an elongation rate of about 25—60 bases/s [66, 76]. In the absence of Tat protein,
RNAPII located at the TAR element can spontaneously leave the pausing site and either continue the
transcription or terminate it. We assumed that in the absence of Tat, the pausing leads to transcription
termination for about 99 out of 100 RNAPII molecules. RNAPII can also exit the pausing site and continue the
transcription in the presence of Tat protein due to its interaction with the secondary structure of the TAR element
on synthesized RNA. The availability of Tat in the nucleus activates the synthesis of 9 kb RNA by up to 100-
fold [23, 24, 25].

The antitermination efficacy in the model is described by the parameter k... This parameter is estimated to
be 60 min . Parameters Eassoc,Tatray 8N4 Kdissoc,Tat,,; T€Present the association and dissociation rate
constants, respectively, for Tat protein with the secondary structure of the partially synthesized RNA at the TAR
element region (see Table 34.1). The published data provide an estimate for the ratio

Kd,Tat = Kdissoc, Taty, s, / Kassoc,Taty,, With a range of 100-400/uM [65, 81]. The dissociation rate constant is
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assumed to be kgissoc,Taty,, =1/min. It was derived using a value of K d. 1a=100/uM with the volume of the
nucleus set to 100 um3.

Splicing

The characteristic time of splicing the pre-mRNAs during transcription is about 5—10 min and does not depend
on intron size [66, 67, 68].

Transport

The transport of 2 kb mRNA from the nucleus to the cytoplasm is carried out by endogenous cellular
mechanisms. Active transport through the nuclear pore is a relatively fast process (10—100 molecules per the
pore per second) [82, 83]. It is formally described in the model as a monomolecular reaction. The transport of

9 kb and 4 kb RNAs out of the nucleus is mediated by a Rev-dependent mechanism. The binding of Rev protein
to the RRE site of the intron-containing HIV-1 mRNA takes place sequentially, and the assembled oligomeric
complex, Rev/RRE, can contain up to 12 molecules of Rev protein [29, 72, 73]. The transport of Tat and Rev
back to the nucleus is mediated by endogenous cellular mechanisms, i.e., a nuclear localization sequence (NLS)
signal. The transport kinetics of Tat was experimentally measured, and the specific rate constant of nuclear
import is ~0.3 min | [70]. Here, Tat and Rev nuclear import rate constants are set to 0.347 min .

Translation

The average ribosome density per codon in eukaryotic cells is 0.017 [77, 84]. Taking into account a length of
Tat/Rev mRNA of about 2000 bases, the number of available ribosomes at this segment can be estimated to be
~11. The translation elongation rate of mRNA depends on the initiation rate, and the initiation rate in the model
is assumed to be ~10 events/min. Thus, the translation elongation rate constant is ~30 nucleotides/s.

mRNA Stability

The stability of HIV-1 mRNA in the nucleus and the cytoplasm is about the same [85] with a half-life for Tat
mRNA ranging from 4 to 5 h and for Rev mRNA from 4 to 13 h [74, 86].

Stability of Proteins
The half-life of Rev is assumed in the model to be 4 h in the cytoplasm and 16 h in the nucleus [75].

The parameters of the mathematical model of the Tat-Rev-mediated regulation of HIV-1 replication used for
numerical simulations are presented in Table 34.1.

The overall rate of change for every model variable is calculated by adding or subtracting the rates of the
elementary subsystems where the current variable is produced or consumed, respectively. The initial value
problem for the model equations was solved numerically using Gear’s method based on backward differentiation
formulas [87] implemented in Fortran [17]. The model with parameter values presented in Table 34.1 predicts
sustained oscillations of HIV components in the within-host target cell system controlled by the Tat-Rev
regulatory circuit (Fig. 34.5).

Fig. 34.5

Kinetics of the viral RNA and proteins synthesized in an activated cell with one provirus copy. (a) The
abundance of free Tat molecules (not bound to RNA at the TAR element) and Rev molecules (not bound to
9 kb RNA and 4 kb RNA) in the nucleus. (b) The abundance of free Tat and Rev proteins in the cytoplasm
(their kinetics is identical as the corresponding model parameters for these two proteins are identical, and the
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nuclear export of Rev to the cytoplasm is not considered). (¢) The abundance of 2 kb RNA molecules in the
nucleus and cytoplasm encoding the Tat and Rev proteins
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It should be noted that the oscillatory pattern in Fig. 34.5 appears as a limit cycle. The period of the cycle is
rather long, being more than 150 h. The amplitude of oscillations in the concentrations of Tat and Rev proteins
and the 2 kb RNAs encoding Tat and Rev over one period is quite significant. The simulations further predict
that the 2 kb RNA molecules are present in trace amounts and are amenable to detection during a rather short-
time window of about 10 h as compared to the cycle period. The above solutions were computed under the
assumption that Rev-regulated export of 9 kb RNA and 4 kb RNA from the nucleus to the cytoplasm does not
lead to the exit of Rev protein from the nucleus to the cytoplasm, which is in agreement with the hypothesis of
Rev recycling at the nuclear pore [60]. The formation of complexes of the de novo synthesized Rev proteins
with the 9 kb RNA and 4 kb RNA molecules in the cytoplasm compartment was not considered.

34.5. Parameter Sensitivity Analysis for Periodic Solutions for

the({Seisic Within-Host Organism and Within-Host Target Cell HIV
Models

Theoretical analysis of the basic within-host organism model [53] and the parameter sensitivity analysis of the
basic within-host target cell HIV model reveal that both models have oscillatory dynamics within a wide range
of parameters. For example, the basic within-host organism model has periodic solutions within a wide range of
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death rates for the uninfected target cells (Fig. 34.6). For certain parameter sets, this model exhibits oscillatory
dynamics with half-lives of the uninfected target cells varying from less than a day to more than 100 days. This
range of half-lives covers different groups of potential target cells, including short-lived (e.g., T cells) and long-
lived (e.g., macrophages) ones. Similarly, the basic within-host target cell model has periodic solutions within a
wide range of half-life times for Tat and Rev proteins (Fig. 34.7). This model can oscillate with half-lives of Tat
and Rev proteins in the nucleus and the cytoplasm varying from a few hours to a few hundred hours. The period
and amplitude of oscillations can be different for different half-lives of the viral regulatory proteins. The kinetic
properties and potential oscillatory dynamics of the basic within-host target cell model were previously
systematically investigated [17]. Particularly, it was shown that this model has robust oscillatory dynamics for
wide ranges of kinetic parameters of such processes and quantities as: (1) The nuclear export of the HIV-1 Rev
protein to the cytoplasm; (2) The variation of provirus copy numbers; (3) The abundance of Rev protein in the
complexes with 9 kb RNA and 4 kb RNA; (4) The transcription antitermination at the TAR element; (5) The
oligomerization of Rev protein and the complex transport; (6) The 2 kb RNA translation initiation efficacy; (7)
The Rev-mRNA stability

Fig. 34.6

Parameter sensitivity analysis for periodic solutions for the basic within-host organism HIV model (f = f)).
Parameter a was varied between 0.01 and 1 day !. Other parameters were fixed as follows:
0=10day 'mm>3,p =3 day !, T . = 1500 mm >, f=0.24 day !, y = 2.4 day !, k = 0.0027 mm 3 day !,
and N = 10. T is the level of uninfected 7 cells; 7* is the level of productively infected 7T cells; and V' is the
level of free virus particles in the blood

2000 2000
15001 |

1000

500 |
2000

Fig. 34.7

Parameter sensitivity analysis for periodic solutions for the basic within-host target cell HIV model. Half-life
time (z,,) of Tat and Rev in the nucleus and the cytoplasm were varied. (a) 7,, = 2.6 h for Tat and Rev both
in the nucleus and the cytoplasm. (b) 7,,, = 3.2 h for Tat and Rev both in the nucleus and the cytoplasm. (¢)
t,, = 104 h for Tat and Rev both in the nucleus and the cytoplasm. (d) z,,, = 208 h for Tat and Rev both in the
nucleus and the cytoplasm. y; = 0. Other parameters of the model used for these numerical simulations are
presented in Table 34.1
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For example, the antitermination of transcription in the proposed model [17] is characterized by four parameters:
the rate constant for the exit of RNAPII from the pausing site at TAR element (kdelay), the rate constant of the
antitermination efficacy (k,...,), the forward, and the reverse rate constants of Tat protein binding to the
secondary structure at the TAR element ( Kassoc, Taty,, @Nd Kdissoc,Tatr,, ) (S€€ Table 34.1). The ratio K, Tat

dissoc,Tatap ! Kassoc,Tatps, Was experimentally estimated as 10 nM [19]. In order to characterize the impact of
these parameters on transcription antitermination at the TAR element and the overall model dynamics, the ratio

Ky Tat and other two parameters (kg and k... ) were varied as follows: kdelay =0.25-10 minfl, kamiterm/kdelay

= 1-60, Edissoc,Taty,, = 0-05-32 min . Table 34.2 summarizes the results of parameter sensitivity analysis on

the impact of Tat-dependent antitermination efficiency on the kinetics of the synthesis of viral components in the
activated cell. The simulations were performed for a single virus genome copy since the calculations for higher
copy numbers are not fundamentally different.

Table 34.2

The impact of the Tat-dependent antitermination efficiency on the kinetics of the synthesis of viral components in the
activated cell

Regimes of the system functioning for different values of the dissociation

Constant of the delay of RNA constant of Tat-TAR complex Kgissoc Taty,, (min~!)

polymerase II on TAR element

Kacty (min~) 32 ‘ 16 ‘ 8 ‘ 4 ‘ 2 ‘ 1 | 05 | 025 ‘ 0.1 ‘0.05
10 0%/0%s® olo/o o/o/o o/o/o ololo s/sls s/sls  s/sls  s/sls  s/sls
4 o/s/s o/s/s ofs/s ofo/o o/o/o o/o/o s/s/s s/s/s s/s/ls  s/s/s
1 o/s/s o/s/s ofs/s ofs/s of/s/s o/o/o olo/o ol/o/o s/s/s  s/s/s
0.25 o/s/s o/s/s ofs/s ofs/s of/s/s ols/[s o/s/s ol/o/o olo/o s/o/o
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Regimes of the system functioning for different values of the dissociation

Constant of the delay of RNA constant of Tat-TAR complex (min )

polymerase Il on TAR element
k (min )

32‘16‘8‘4‘2‘1‘0.5‘0.25‘0.1‘0.05
Note: o stands for oscillation; s stands for steady state

“The value of the antitermination efficiency constant k,jierm = Kgelay

b%

antiterm

°k,

antiterm

= 10*kde]ay

- 60>X<kdt:lay

These computational results suggest the following:

1. The parameter space region corresponding to the oscillatory dynamics is rather large.

2. The parameters are not independent with respect to their impact on the HIV-1 replication system
behavior. For example, for a decreased value of the pausing delay of RNAPII at the TAR element, the
oscillatory dynamics is observed at higher values of the dissociation of the Tat-TAR complex. The
oscillatory regime is shifted from the higher to lower values of kgissoc,Tat,, With the increase of &,

(see Table 34.2).

elay

3. An increase in the proviral copy number extends the parameter region, for which the model has
oscillatory dynamics of the viral proteins (the data are not shown).

4. The considered parameter values are in the physiological range and may well belong to the oscillatory
domains of the model parameter space.

Thus, the analysis of both the within-host organism model and the within-host target cell HIV models revealed
their high potential to generate oscillatory dynamics. In the case of the basic within-host organism HIV model,
the virus persists in the host and the model solutions approaching either a chronic disease steady state or a
periodic orbit if the basic reproduction number R, > 1. If R, < 1, then the virus is cleared and the disease dies out
[53]. In the case of the basic within-host target cell HIV system, the oscillatory dynamics of the model
essentially depends on a Rev protein shuttling mechanism, the stability of the Rev mRNA, and the interaction
parameters of Rev protein with the RRE site on the intron-containing RNA [17].

Taking into account that the parametric domain corresponding to the oscillatory mode of HIV-1 replication is
quite large, we hypothesize that the predicted phenomenon is not just a modeling artifact but may take place
under certain conditions in an infected target cell or in a host cell population. One of the indirect indications in
favor of this hypothesis is the ability of HIV-1 to establish a long-term persistent production of the infectious
particles in humans [88]. We speculate that the identified oscillatory dynamics of HIV-1 replication at both the
intracellular level and at the level of cell populations can be one of the possible mechanisms for the maintenance
of the prolonged within-host organism or within-host target cell virus persistence.

34.6. Discussion

Mathematical modeling of within-host pathogen dynamics has flourished over the past few decades [89]. These
models have been used to describe the dynamics of various infectious diseases, such as HIV [7, 17, 90, 91],
HCV [92, 93], HTLV [94, 95], IAV [96, 97, 98], HDV [99], HSV [100], CMV [101] as well as tuberculosis
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[102, 103] and malaria [104, 105] infections. Testing specific hypotheses based on clinical data is often difficult
since samples cannot always be frequently taken from patients and because techniques for detecting the
pathogen may not be accurate. This only amplifies the importance of mathematical models in this area of
research.

In this chapter we summarized several theoretical studies on the potential for oscillatory behavior of HIV
infection at molecular and cellular levels. These studies emphasize some aspects of nonlinear and inherently
multiscale properties of the host-virus system. These properties of the virus, along with others, such as rapid
mutation, hiding viral surface components from neutralizing antibodies, proviral latency, removal of cell-surface
receptors, and destruction of immune effectors [3], may potentially be the result of coevolution with the host
immune system. These properties may also constantly drive and shape the ability of the virus to avoid immune
eradication.

Consider the oscillatory behavior of the viral components from the viewpoint of a biological advantage. In our
discussion, we will assume the broadly accepted paradigm stating that if a specific feature of a biological system
stably persists through many generations, then this feature provides a certain evolutionary advantage in the
struggle for survival. Now, the question is what type of benefit would the cycling dynamics of viral components
production give to the virus as compared to a steady state one? In our view, the real advantage is that the
likelihood of the survival of the HIV-1-infected cell population should increase.

Consider the population of infected macrophages bearing the provirus in a latent form. When these cells
activate, viral RNAs and proteins will be synthesized, and virus particles will be assembled and bud from
infected cells. These cells become a target for the immune system, with the likelihood of the cell to be
recognized by cytotoxic T lymphocytes (CTLs) being proportional to the concentration of the virus-specific
antigens that are expressed on the cell surface by major histocompatibility complex (MHC) class I molecules. It
is clear that in the absence of specific hiding mechanisms, the probability of the infected cell being recognized
and destroyed will increase as the viral replication rate increases. Therefore, after some time most of the infected
cells would become highly vulnerable to immune system, probably leading to a complete elimination of the
infected cell population.

If we assume that the HIV-1 life cycle follows an oscillatory behavior, virus production by every infected cell
will cycle and, unless there is a synchronization mechanism, the infected cell population will cycle
asynchronously. This implies that at any given time, only a fraction of infected cells will be actively producing
virus, with the rest of them staying in a silent mode of viral replication. Obviously, the cells characterized by a
low-level viral replication will be less recognizable for the immune system as compared to the active producers.
Thus, the immune system will recognize and destroy only a fraction of infected cells at any given time.
Therefore, the oscillatory dynamics of viral ontogenesis should increase the survival of the virus under the
selection pressure of the immune system.

An additional mechanism contributing to long-term viral persistence in an infected cell may be linked to
oscillations in the level of the viral regulatory protein Nef. It has been shown that Nef induces a reduction of
MHC class I molecules at the cell surface via endocytosis [106, 107]. This in turn reduces the efficacy of the
recognition and killing of infected cells by CTLs leading to a latent infection characterized by long-term low
levels of viral replication.

There are additional advantages to a virus exhibiting an oscillatory phenotype, including another phenomenon
that we call the “recovery effect.” Active viral production by the infected cell over a long period can lead to the
exhaustion of its resources and, finally, to death. Therefore, the alternating phases of high- and low-level virus
replication should allow the cell to replenish consumed resources and avoid dying. Thus, the recovery effect
should increase virus survival and grant an evolutionary advantage.

Therefore, oscillatory dynamics of the viral components at both molecular and cellular levels can provide
evolutionary advantages enabling the survival of a fraction of the infected target cells even under constant
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pressure by the host immune system. This type of ontogenesis dynamics, independent of other specific
protection mechanisms evolved by the virus, can contribute to long-term persistent production of the virus in
humans, a remarkable emergent property of HIV.

34.7. Conclusions

Theoretically predicted oscillatory behaviors of the virus at both within-host organism and within-host target cell
levels necessitates the development of multiscale models that integrate intracellular and cell population host-
viral dynamical systems [91, 108]. These models will allow a systematic exploration of potential host-virus
system oscillations and/or pulsatile and bursting behaviors of the virus at different scales, their potential
interference or amplification, heterogeneity of the virus behavior within different target cell types (e.g., T cells
or macrophages) or target cell subpopulations, and stochastic properties of the multiscale interaction between
virus and the host immune system. Multiscale mathematical modeling of the within-host HIV dynamical system
combined with relevant experimental measurements at cell population and single-cell [109] levels, especially
with the ever improving super-resolution fluorescence microscopy [110, 111, 112], promises to facilitate the
comprehensive understanding of this complex host-virus system and develop rational interventions into disease
processes.
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