WHEN FOURTH MOMENTS ARE ENOUGH

CHRIS JENNINGS-SHAFFER, DANE R. SKINNER, AND EDWARD C. WAYMIRE

ABSTRACT. This note concerns a somewhat innocent question motivated by an observation
concerning the use of Chebyshev bounds on sample estimates of p in the binomial distribution
with parameters n, p. Namely, what moment order produces the best Chebyshev estimate of
p? If S,,(p) has a binomial distribution with parameters n, p, there it is readily observed that

n

argmaxogpglESZ(p) = argmax,c,<,np(1 — p) = 3, and ES7 (%) = 2. Rabi Bhattacharya
observed that while the second moment Chebyshev sample size for a 95% confidence estimate
within 45 percentage points is n = 2000, the fourth moment yields the substantially reduced
polling requirement of n = 775. Why stop at fourth moment? Is the argmax achieved at

p = % for higher order moments and, if so, does it help, and compute ESﬁm(%)? As

captured by the title of this note, answers to these questions lead to a simple rule of thumb
for best choice of moments in terms of an effective sample size for Chebyshev concentration
inequalities.

1. INTRODUCTION

This note concerns a somewhat innocent question motivated by an observation concerning
the use of Chebyshev bounds on sample estimates of p in the binomial distribution with
parameters n,p. Namely, what moment order produces the best Chebyshev estimate of p?
Chebyshev is arguably the most basic concentration inequality to occur in risk probability
estimates and the use of second moments is a textbook example in elementary probabil-
ity and statistics. Consider i.i.d. Bernoulli 0 — 1 random variables X7, Xo,..., X, with
parameter p € [0,1], and let S,(p) = >%_,(X; — p). There it is readily observed that
argmaxg<,<1ES?(p) = argmaxg<,<;np(l — p) = :. It is also a well-known probability exer-
cise to check that 4-th moment Chebyshev bounds improve the rate of convergence that can
more generally be used for a proof of the strong law of large numbers, e.g. see (Bhattacharya
and Waymire, 2016; p.100). Somewhat relatedly, Rabi Bhattacharya (personal communica-
tion) recently noticed, after a mildly tedious calculation to check argmaxg.,<;ESy(p) = 1,
that the second moment Chebyshev bound is rather significantly improved by consideration
of fourth moments as well. In particular, while the second moment Chebyshev sample size for
a 95% confidence estimate within +5 percentage points is n = 2000, the fourth moment yields
the substantially reduced polling requirement of n = 775. While the Chebyshev inequality is
one among several inequalities used to obtain sample estimates, it is no doubt the simplest;
see (Bhattacharya and Waymire, 2016) for comparison of fourth order Chebyshev to other
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concentration inequality bounds, and (Skinner, 2017) for numerical comparisons to higher
order Chebyshev bounds.

So why stop at fourth moments? Is argmaxogpglESflm (p) = 3 for all m,n and, if so, does
it improve the estimate? Somewhat surprisingly we were not able to find a resolution of such
basic questions in the published literature. In any case, with the argmax question resolved
in part (a) of the theorem below, part (b) provides a direct computation of ES2™(3). Part
(c) then provides a more readily computable version.

Theorem 1.1. (a) For allm >1 and all n sufficiently large, argmax,<,<ES2™(p) = 1.

.y m/1ly _ 41—m 2m n
(b) For all positive m and n, ES? (3)=4 Zyeﬂm),lulim/\n (2u1,~.-,2uw) (Iul)’

(¢) For all positive m and n, ES2™(%) = 272m=n 30 (V) (2k — n)?™.
Here m(m) is the set of ordered integer partitions of m, also referred to as integer compositions,
and |u| denotes the number of parts of u € w(m). We refer to |u| as the size of the partition

1.
The equivalent calculus challenge is to show for fixed m that for all sufficiently large n,

2m

argmaxogpgldtTm(peqt + qe P g = % (1.1)
The example below illustrates the challenge to locating absolute maxima for such polynomials
(in p), especially to proofs by mathematical induction. The proof given here is based on
explicit combinatorial computation of ES2™(p) in terms of ordered partitions of 2m, after
introducing a few preliminary lemmas. The lemmas are relatively simple to check using the
statistical independence and identical distributions of the terms X; —p and X; — p, 7 # j,
and make good exercises in calculus, probability, and number theory. However let us first
observe that part (a) of the theorem does not hold for m > n.

Counter example to Theorem [1.1ja) for (small) n < m: Observe for n = 1 and m = 2,
the function

ES{(p) =p—4p* + 6p° —3p%, 0<p<1,

has a minimum at p = 5, with two local maxima at % + %. In particular,

1, V2

argmaxogpglES%(p) = 5 + T

1
2

In particular, the polynomial is generally not unimodal. So the restriction to sufficiently
large n is necessary for part (a) of Theorem There is also the question of how large
is sufficiently large. We do not address this here, but computations suggest a bound along
the lines of m < c¢-nf, with ¢ a little less than % We let m,, denote the largest value
of m, dependent on n, such that Theorem (a) holds for all m < m,. We leave it as
an open problem to determine an exact formula for m, and to determine a formula for
argmaxg,<1 B2 (p) for m > my,.
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2. PROOFS AND REMARKS

Let 7(2m) denote the set of ordered partitions of 2m. We we will use |u| = k to denote
the number of parts of u. Finally, for p € m(2m), let

filk,p) = pg" +q(-p)*, 0<p<lg=(1-p),1<i< |yl
Lemma 2.1. Let 0 <p <1 and ¢ =1 —p. The following hold,

(a) Sn(p) = =S, (q),
(b) ESZ™(p) = ES3™(q),
(

)
¢) ES2™(0) = Y entzm) () () T s ),
(d) EES2™(0) = L penzm) (o) (o) S F101, ) TT (1 )-

Lemma 2.2. Let p € 7(2m) and 1 < i < |u|. Then,

; | . > s < ) >
(1L, — oM 1—= ; + -1 pit1,p 1-—2 il
dpf(u p)=q < " (=DM p ol

It now follows easily that

£ 1\ _)J27# for even ui, (2.1)
\"2)7 Yo for odd p;, '

7 (4 1 _ 0 for even u;, (2.2)
72 —2(p; —1)27# for odd p;. '

The keys to the following proof of Theorem reside in (1) the parity conflicts between
(2.1) and (2.2) and (2) the expansion (d) in Lemma [2.1] viewed as a polynomial in n.

Proof (of theorem). That p = % is a critical point follows from (d) of Lemmatogether with

(1) and (2:2) by examining the terms f/(u, 3) H'J‘QZ fi(u, 3). In particular, for partitions
of 2m, if p; is odd then there must be a j # 4 such that p; is odd as well. To see that
p= % is an absolute maximum, the trick is to observe that for 0 < p < % < q, the leading

coefficient of d%ES%m (p), viewed as a polynomial in n, is obtained at the m-part composition
n 2m

p = (2,2,...,2) of 2m. Namely, it is obtained from (") (2727”'72)m(q2 - p?)(pq)

m=1 " and

therefore is positive for all p < % Thus, for sufficiently large n,
d

d—ESzm(p) >0, for0<p<1/2.
p

In view of the symmetry expressed in (b) of Lemma it follows that p = % is the unique
global maximum.
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For part (b) of the theorem one sunply computes from independence, writing X; = X; —
,t=1,2,...,n. In particular, X; = :l: with equal probabilities. So, for m > 1,

2m
ESE[R@): > E][x

1<)t jam<n i=1

-y e

2mi+-+2my=2m i=1

N[

mAn

23 > o

k=1 2mi+--4+2mp=2m#{j:m;>1}=k i=1

mAn n 2m .
- ; <k> Z <2N17-~-72,Uk>4 '

p=(p1 ety ) €T (M)

Here one adopts the convention that a sum over an empty set is zero so that if there are no
partitions p of m with |u| = k then the indicated sum is zero for this choice of k. So nonzero
contributions to the sum are provided by ordered partitions p of size |u| < m An.

To simplify the computation in terms of ordered partitions (b) one may proceed as follows
to obtain the formula in (c). We instead compute ES2™(3) as the 2m-th moment of S, (3)
as given in . By the binomial theorem, we have that

1 dzm e% e_% " dazm " /n\ :
2m — = —_— = -n 7(216_77‘)
st (5) =i |5+ z)]t_o i [ ()

=27 2mz< ) (2k —n)?

t=0

0

Remark 2.1. A linear recurrence in m is possible to aid the pre-asymptotic (in n) compu-
tation of ES2™(%). Namely,

l

° 2
Jj=0
where { = L”T_lj, ar = (2k —n)?, and (co, c1, - . .,co) is the unique solution to
0 1 ¢ s
a/o aO “ e CLO CO ([? 1
a) al ... cal ajt
ag a} .. aﬁ 1, ag“



To see this, write

ES2m (;) = ”HZ( ) (2k — n)?

Then (2.3) follows since

¢
E52m+2€+2 < ) ZC 927— 20— 2E32m+2] <1>
J=0 2
— 9~ 2m— 2€n1 <n> m—4£0+1 ZCQ—Qm 2€nlz<> m-+j

c:
oy

~

O

2m—20—n—1 Y m 2+1 P
=2 <k> a;" — Zc]ozl,C =0
=0

For the application to statistical estimation one may combine Theorem with Cheby-
shev’s inequality to obtain,

ne

m
2m ]ES%m 1
Corollary 2.1. For ¢ > 0, we have that P (|%Sn(p)| > €) < minj<m<m, <m> ‘

2m
Noting the scaling invariance argmaxg<,<;ES2™(p) = argmax0<p<1ES" () and EZ2m =

2—m (Qm) for the standard normal random variable Z, in the limit “n — oco,e — 0, nez — n’
one has

2m
- (&go
B =g ) g \VE ()" =2 2mamEzm = g-om 21l .
n m62m n2m€2m 4 m!

In particular, one may ask for the best choice of m for large n, i.e, in the above limit as
n — 00,€ | 0,ne?2 — n. The quantity 7 = ne? denotes an effective sample size in the sense of
the risk assessment defined by P(|S,(p)| > ne) < ¢€; see (Duchi et al. 2013) for an introduction
of this artful terminology in a much broader context. Observe that in the limit of large n

<1
I
10, 51
if and only if
< 27— 3
m :271—%
I
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The take-away is perhaps best summarized in terms of the following informally interpreted
optimal estimation principle.

Approximate Rule of Thumb: For large n the optimal moment order 2m for the Cheby-
shev bound is quadruple the effective sample size. In particular, the fourth moment is optimal
for a one unit effective sample size!
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